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(a) Baseline technique. (b) Grid technique. (c) Cutout technique. (d) Wireframe technique.

Figure 1: The compared techniques for visualizing occluded objects in Augmented Reality. Each technique as seen from the
user’s perspective through the Hololens (captured with built-in RGB camera and merged with displayed AR content).

ABSTRACT
Locating objects in the environment can be a difficult task, espe-
cially when the objects are occluded. With Augmented Reality, we
can alternate our perceived reality by augmenting it with visual
cues or removing visual elements of reality, helping users to locate
occluded objects. However, to our knowledge, it has not yet been
evaluated which visualization technique works best for estimating
the distance and size of occluded objects in optical see-through
head-mounted Augmented Reality. To address this, we compare
four different visualization techniques derived from previous work
in a laboratory user study. Our results show that techniques utiliz-
ing additional aid (textual or with a grid) help users to estimate the
distance to occluded objects more accurately. In contrast, a realistic
rendering of the scene, such as a cutout in the wall, resulted in
higher distance estimation errors.

CCS CONCEPTS
•Human-centered computing→Mixed / augmented reality;
Visualization techniques; User studies.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
MUM 2020, November 22–25, 2020, Essen, Germany
© 2020 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-8870-2/20/11. . . $15.00
https://doi.org/10.1145/3428361.3428402

KEYWORDS
optical see-through, head-mounted, augmented reality, occlusion,
occluded objects, x-ray, visualization techniques
ACM Reference Format:
Uwe Gruenefeld, Yvonne Brück, and Susanne Boll. 2020. Behind the Scenes:
Comparing X-Ray Visualization Techniques in Head-mounted Optical See-
through Augmented Reality. In 19th International Conference on Mobile and
Ubiquitous Multimedia (MUM 2020), November 22–25, 2020, Essen, Germany.
ACM, New York, NY, USA, 7 pages. https://doi.org/10.1145/3428361.3428402

1 INTRODUCTION
Many of us dream of having supernatural abilities. In particular,
people often imagine what it would feel like to have enhanced
visual perception. A source of inspiration are fictional superheros
such as Superman1 who demonstrate the potential that x-ray vision
offers. Having x-ray vision allows one to spot occluded objects, by
removing objects from reality or making them see-through. Remov-
ing objects from reality is often referred to as Diminished Reality
(DR). Combined with recent technological advances in tracking
occluded objects [4], Augmented Reality can make the dream of
x-ray vision a reality. Possessing this ability may be beneficial in
various scenarios. For example, x-ray vision can help someone to
spot a lost object (e.g., a keychain) in the next room, can enable one
to see the locations of underground water pipes [35], or can assist
a surgeon who needs to see inner organs during an operation [27].

With the latest improvements in Augmented Reality (AR) tech-
nology (e.g., rendering quality [33], refresh rate [20], or registration
accuracy [26]), environments can be augmented to show additional
information, to remove visual elements from the scene, or to do
1en.wikipedia.org/wiki/Superman, last retrieved October 13, 2020
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Table 1: Overview of visualization techniques for occluded objects in previous research.

Author Reality Form-factor Display / Device Year Study Task
Elmqvist et al., [7] Virtual desktop widescreen LCD display 2007 yes find and count object(s)

Martin-Gomes et al., [22] Virtual head-mounted AMOLED display / HTC Vive 2019 yes align object in 6 DoF
Furmanski et al., [11] Augmented desktop 17” flat panel display 2002 yes estimate distance
Kalkhofen et al., [18] Augmented desktop not specified 2009 no -
Zollmann et al., [35] Augmented desktop not specified 2014 yes rate depth percep.; trace object
Tsuda et al., [34] Augmented handheld 5" SVGA display / Sony Vaio U 2006 yes rate perceptibility
Schall et al., [32] Augmented handheld 4.5" LCD display / Sony Vaio UX 2008 yes free exploration of visualization

Zollmann et al., [36] Augmented handheld 12.1" LCD display / Motion J3400 2012 yes explore specific object
Colley et al. [6] Augmented handheld Projector / Samsung Galaxy Beam 2014 yes change occlusion viewport
Mori et al. [25] Augmented handheld not specified / Laptop 2017 no -

Eren and Balcisoy [9] Augmented handheld IPS Display / LG Nexus 5X 2018 yes judge vertical depth distance
Reiners et al. [30] Augmented head-mounted video see-through / Virtual i-O glasses 1999 no -

Livingston et al., [21] Augmented head-mounted video see-through / Sony Glasstron 2003 yes determine relative distance
Robertson et al. [31] Augmented head-mounted video see-through / Sony Glasstron 2008 yes place partially occluded objects
Avery et al., [1] Augmented head-mounted video see-through / Sony Glasstron 2009 no -
Lilija et al., [19] Augmented head-mounted optical see-through / Hololens 2019 yes perform occluded interactions

Gruenefeld et al. [14] Augmented head-mounted optical see-through / Hololens 2019 yes locate occluded objects

both at the same time. As it is experienced in a head-mounted de-
vice, people can use such technologies hands-free and while mobile.
This has advantages in many spatial working environments where
machines have to be operated by hand, or in situations in which the
user is moving. Furthermore, the head-mounted device allows one
to visualize the locations of occluded objects from an egocentric
perspective, requiring no additional views [8]. Thereby, the cogni-
tive load required to mentally integrate the displayed information is
minimal [3, 5, 23]. Head-mounted AR devices can also be combined
with safety helmets that workers may be required to wear.

Several techniques have already been proposed for visualizing
occluded objects in Augmented Reality (see Table 1). However,
most of these techniques have been designed with form-factors
such as desktop monitors or handheld devices in mind. Compared
to head-mounted AR, these devices cannot utilize our binocular
depth perception because they show the same visualization to both
eyes. In the past, little research has been conducted with regard to
head-mounted devices. Therefore, Mori et al. refer to optical see-
through Diminished Reality as a “virtually unexplored area” [24].
When looking into previous work that addresses occluded objects
in head-mounted AR, they either investigate video see-through
devices utilizing a single camera [1, 21, 30, 31], or they focus on the
interaction with occluded objects that are physically accessible (e.g.,
objects that can be touched [14, 19]). Moreover, to our knowledge,
no previous work investigates different visualizations regarding
perception of size in optical see-through AR.

Therefore, in this paper, we focus on occluded objects that cannot
be visually perceived and are physically not accessible. In such cases,
users must fully rely on the visualization of the occluded objects.
It is unclear how well users can understand the spatial attributes
of such objects. Therefore, we analyze previous work to derive
promising techniques for visualizing occluded objects. We then
implement and evaluate four visualization techniques in a user
study, in which we ask participants to estimate the distance and
size of occluded objects visualized in optical see-through AR.

2 RELATEDWORK
Depth Perception. Images projected onto the retina are two-dim-

ensional. The brain then builds a third dimension from the 2D
images. To enable the brain to create the impression of depth, var-
ious available cues must contribute [12]. The optical axes of the
left and right eyes always meet at a fixed point. From these axes,
the brain determines a convergence angle that can be used as a
measure for the distance of the fixed point [17]. Binocular dispar-
ity and convergence only work at a close range. From a distance
of 6m, monocular criteria for depth perception are used, because
from this distance the binocular disparity decreases to a negligible
small value [17]. To benefit from the binocular features of optical
see-through AR, we focus on occluded objects within a 6m range.

Occlusion Visualization. Elmqvist and Tsigas defined a taxonomy
for 3D occlusion management [8]. They classified a total of 50
different techniques using their taxonomy and stated that virtual
x-rays can be used very well for object detection. By selectively
removing distractors that occlude the targets, access to the relevant
objects is simplified. Another advantage of x-ray visualization is
that an AR application requires only one view to display occluded
objects. However, the selective removal of distractors that occlude
the target reduces depth perception, which makes it more difficult
to understand spatial relationships [8, 21]. Besides the environment,
it is also important how the object itself is rendered. For example,
when occluded objects are rendered as solid 3D objects, they are
often perceived as being in front of the real-world objects [11].
Therefore, a rendering technique that shows less detail may be
beneficial for perceiving the object as being behind the occlusion
[10, 14, 21, 22]. Nevertheless, by diminishing parts of reality, objects
can be renders as solid 3D objects while users still can understand
spatial relationships (e.g., if a wall is in front of an object).

In the last decades, researchers have started exploring occlusion
visualizations for Virtual and Augmented Reality. Both Virtual and
Augmented Reality share the ability to alter human perception of
the world by either immersing the user in a virtual environment or
adding virtual objects to the real environment. The latter has great
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potential for visualizing occluded information in various real world
scenarios [2]. Several form-factors have been explored in the past,
from desktop monitors, to handheld devices such as smartphones or
tablets, to head-mounted devices (see Table 1). Head-mounted AR
devices in particular have several advantages, such as hands-free
operation and users being mobile. An early occlusion visualization
for head-mounted devices was presented by Reiners et al. [30]. Later
more such visualizations followed. However, these visualizations
are either evaluated with objects that are physically accessible
(e.g., objects that can be touched [14, 19]), or investigated in video
see-through devices utilizing a single camera [1, 21, 30, 31]. For
this reason, Mori et al. refers to Diminished Reality as a “virtually
unexplored” area [24].

3 VISUALIZATION
To investigate how to best visualize occluded objects in head-
mounted Augmented Reality, we analyzed different visualization
techniques described in previous work (see Table 1). Overall, we
derived four different visualization techniques. All visualization
techniques render the occluded object as a solid 3D object. Thereby,
all available information about the 3D object is rendered and users
may be able to perceive the object very well (cf. [18, 30, 32]). Nev-
ertheless, the high level of detail results in the occlusion of other
virtual or real objects in the environment. However, in this work,
we focus on visualizing on a single occluded object.

Baseline. For the Baseline condition, we use a simple arrow span-
ning between the occluding environment (i.e., a wall in our case)
and the occluded object with text that specifies the distance to the
object and the size of the object (see Figure 1a). Hence, our baseline
condition represents the upper-performance limit in our study. Fur-
thermore, it unveils the accuracy possible for some of the measures
applied in our user study, such as blind walking.

Grid. A ground grid can be useful for estimating the locations of
occluded objects (cp. [34]). Not only can it help the user to estimate
the position of a single object, it can also aid in their understanding
of spatial relationships among multiple occluded objects. When
an additional grid is placed perpendicular to the ground grid, it
may also aid size estimations of occluded object (see Figure 1b). For
this purpose, we render the perpendicular grid at the position of
the occluded object, intersecting the object in its center. The Grid
visualization does not require diminishment of occluding objects in
the environment, since it lays the grid on top of the environment.
Thereby, the user’s view is only minimally obscured and all objects
in the real environment are still visible.

Cutout. The Cutout visualization is inspired by many existing
rendering techniques for occluded objects that have not yet been
tested for distance and size estimation accuracy on head-mounted
optical see-through AR displays (cf. [1, 7, 11, 34]). Furthermore,
a similar technique is used in the built-in Hololens game Robo
Raid2. Instead of altering large parts of the virtual environment
(e.g., changing a complete wall in the scene [11]), the Cutout vi-
sualization makes the occluding environment see-through only
where necessary. This can be done, for example, by using dynamic

2www.microsoft.com/en-us/p/roboraid/9nblggh5fv3j, last retrieved October 13, 2020

transparency [7] or a cutout visualization [1]. Thereby, the user
can see the occluded object without losing the environment as a
reference point to judge spatial relationships (see Figure 1c).

Wireframe. The most common render technique for the occlud-
ing environment is a see-through visualization (cf. [34]). Basically,
real world objects are diminished to allow the user to look through
them. This can be done using a transparency effect or by completely
removing the objects from the scene. However, using too little trans-
parency can increase the visual complexity of the scene [7]. On
the other hand, using too much transparency can make it harder
to perceive the occluding environment, which is disadvantageous
for estimating spatial relationships [34]. Therefore, we propose
a wireframe-based visualization that fully replaces the occluding
environment (see Figure 1d), similar to [21].

4 USER STUDY
To investigate different techniques for visualizing occluded objects
in head-mounted optical see-through Augmented Reality, we per-
formed a laboratory user study.

4.1 Procedure
At the start of the study, the participants were introduced to Aug-
mented Reality and the Microsoft Hololens head-mounted display.
Afterwards, we calibrated the Hololens for each participant (individ-
ually adjusting the interpupillary distance). We tested four blocks,
one for each visualization technique (see Section 3). All blocks were
counterbalanced using a Latin-square design. Each block contained
one training trial and four measured trials.

In each trial, participants wearing the Hololens stood facing a
wall behindwhich the object was placed (see Figure 2). The occluded
object was then shown on the Hololens using the visualization
technique of that block. The participants were asked to specify the
distance to the occluded object. To measure this distance, we used
a combination of different measures because distance estimation
is most important for locating occluded objects [14]. We asked
participants to physically demonstrate the perceived distance (by
the well-known measure of “blind walking” [16]) and to verbally
specify it. Participants were informed that they stood exactly one
meter away from the wall (see Figure 2). Standing in front of the
wall behind which the occluded object is shown, the participants
rotated 180 degrees to walk the distance in the open space of the
room not obstructed by walls. To confirm the walked distance, the
participants pressed a button on a controller. The object would
then appear at the confirmed position in the room. Participants
could then adjust the walked distance by demonstrating it another
time if they wanted to. After the distance had been selected, the
participants were asked to specify the size of the occluded object.
For this purpose, the participants used the joystick on the controller
to change the size of the displayed object in the room to match
that of the occluded object (in 2cm steps). Participants were asked
to fill out a Likert-items questionnaire at the end of each block.
At the end of the experiment, they filled out a questionnaire to
compare the four visualization techniques as well as a demographic
questionnaire. Each participant took approximately 45 minutes to
finish the experiment.

www.microsoft.com/en-us/p/roboraid/9nblggh5fv3j
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Figure 2: Apparatus of the user study. Best seen in color.

4.2 Apparatus
In the experiment, the participant puts on the Microsoft Hololens
and stands in front of a wall one meter away (see Figure 2). All
generated occluded objects are located behind the wall. The partici-
pant can see the occluded objects by looking through the device.
Behind the participant, the setup is mirrored, using a pinboard to
represent the wall. Thereby, participants can walk to the location
where they expect the object to be (in the mirrored setup). Using
an xbox controller, participants could confirm actions and input
the estimated object size. To input the size, participants can resize
the presented object using the joystick on the controller. All visual-
ization techniques were developed using Unity3D3 and the Mixed
Reality Toolkit4. We used image marker to measure the locations
of the wall and floor (partially visible in Figure 1). After the initial
calibration with the image marker, we used the spatial awareness
system of the Hololens to continuously track the environment.
During the study, we used dialog boxes on the Hololens to inform
participants about the next step.

4.3 Study Design
To explore different visualization techniques for occluded objects,
we conducted a within-subjects controlled laboratory study in Aug-
mented Reality with the Microsoft Hololens. Our independent vari-
able was technique with four levels (Baseline vs. Grid vs. Cutout
vs.Wireframe; see Figure 1). Each technique was tested in a block
consisting of four measured trials with each trial showing a differ-
ent object (dodecahedron, truncated octahedron, icosahedron, and
truncated icosahedron; see Figure 3). We varied the objects’ shape
for each technique to ensure our results are generalizable to dif-
ferent shapes. The order in which the different object shapes were
presented was randomly selected for each technique. All blocks,
each consisting of one technique, were counterbalanced using a
Latin-square design. In each trial, we randomly selected a distance
between 1 to 5 meters and a object size between 10 to 40cm (in
2cm steps). We used quantitative methods to evaluate user perfor-
mance, taking distance and size estimation error, and subjective
Likert-items as our dependent variables.

For this study, we asked: (RQ)Which of the techniquesworks
best for visualizing the distance and size of occluded objects
in optical see-through head-mounted Augmented Reality?
3unity.com, last retrieved October 13, 2020
4microsoft.github.io/MixedRealityToolkit-Unity, last retrieved October 13, 2020

Figure 3: Object shapes tested in study.

H1 For the distance estimation, we expect our Baseline con-
dition to perform best, followed by the Grid visualizations,
with Cutout and Wireframe performing worst because they
offer no additional (visual) support to determine the distance.

H2 We expect the Grid visualization to perform better for the
object size estimation than Cutout andWireframe because
the fixed grid size may help users to estimate the size of the
occluded object more accurately.

4.4 Participants
We recruited 16 volunteer participants (5 female), aged between 24
and 50 years (M=30.38, SD=9.06). None suffered from color vision
impairment, 10 had normal vision, and 6 had corrected-to-normal vi-
sion. We asked the participants to rate their level of experience with
Augmented Reality on a 5-point Likert-scale. The participants on
average reported limited prior experience with AR (Md=1, IQR=1)
and head-mounted displays (Md=1.5, IQR=2).

4.5 Results
Distance estimation error. We asked participants to estimate the

distance to the occluded object twofold: by the measure of “blind
walking” [16] and by verbally estimating it. The medians (inter-
quartile range) distance estimation errors for each measure are:
blind walking=22.5cm (IQR=74.3cm) and verbal estimating=0cm
(IQR=14cm). A Shapiro-Wilk-Test showed that both are not nor-
mally distributed (p<0.001). A Wilcoxon Signed-rank test showed a
significant difference between both measures (W=26584, Z=8.5469,
p<0.001, r=0.38) (r: > 0.1 small, > 0.3 medium, and > 0.5 large
effect). In the following, we analyzed the absolute estimation errors
for both distance measures individually.

The medians (inter-quartile range) of the absolute distance esti-
mation errors (blind walking) for each technique are: Baseline=27cm
(24.5cm), Grid=37cm (IQR=41.5cm), Cutout=49cm (IQR=62.5cm),
andWireframe=48cm (IQR=60cm) (see Figure 4).

A Shapiro-Wilk-Test showed that the absolute distance estima-
tion errors (blind walking) are not normally distributed (p<0.01).
Therefore, we ran a Friedman test that revealed a significant effect
of technique on absolute distance estimation error (χ2(3)=11.47,
p=0.009, N=16). A post-hoc test using Wilcoxon Signed-rank with
Bonferroni correction showed significant differences between some
of the conditions (see Table 2). For distance estimation error (blind
walking) we can conclude: Baseline < Cutout, Wireframe and Grid
<Wireframe.

The medians (inter-quartile range) of the absolute distance es-
timation errors (verbal estimation) for each technique are: Base-
line=0cm (IQR=0cm), Grid=4cm (IQR=10cm), Cutout=33.5cm (IQR=
44.3cm), andWireframe=50cm (IQR=59.5cm) (see Figure 5).

unity.com
microsoft.github.io/MixedRealityToolkit-Unity
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Figure 4: Boxplots of absolute distance estimation error
(“blind walking”) for each technique.

Table 2: Pairwise comparisons of techniques with for the ab-
solute distance estimation error (blind walking).

Comparison W Z p r
Baseline vs. Grid 841 -1.13 1 0.12
Baseline vs. Cutout 585 -2.90 0.013 0.26
Baseline vs. Wireframe 610 -2.54 0.042 0.22
Grid vs. Cutout 657 -2.40 0.063 0.21
Grid vs. Wireframe 596.5 -2.82 0.018 0.28
Cutout vs. Wireframe 945.5 -0.23 1 0.02
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Figure 5: Boxplots of absolute distance estimation error (ver-
bal estimation) for each technique.

A Shapiro-Wilk-Test showed that the absolute distance esti-
mation errors (verbal estimation) are not normally distributed
(p<0.001). Hence, we ran a Friedman test, which revealed a sig-
nificant effect of technique on absolute distance estimation error
(χ2(3)=132.72, p<0.001, N=16). A post-hoc test using Wilcoxon
Signed-rank with Bonferroni correction showed significant differ-
ences between some of the conditions (see Table 3). For distance
estimation error (verbal estimation) we can conclude: Baseline <
Grid < Cutout,Wireframe.

Size estimation error. For the size estimation error, we deter-
mined the absolute difference between estimated size and size of

Table 3: Pairwise comparisons of techniques for the absolute
distance estimation error (verbal estimation).

Comparison W Z p r
Baseline vs. Grid 0 -6.92 <0.001 0.61
Baseline vs. Cutout 0 -6.96 <0.001 0.61
Baseline vs. Wireframe 0 -6.89 <0.001 0.61
Grid vs. Cutout 207 -5.57 <0.001 0.49
Grid vs. Wireframe 168.5 -5.83 <0.001 0.52
Cutout vs. Wireframe 840 -1.34 0.731 0.12

the occluded object. The medians (inter-quartile range) of the ab-
solute size estimation errors for each technique are: Baseline=2cm
(IQR=4cm), Grid=2cm (IQR=4cm), Cutout=2cm (IQR=4.5cm), and
Wireframe=4cm (IQR=4cm).

A Shapiro-Wilk-Test showed that the size errors are not nor-
mally distributed (p<0.001). Therefore, we ran a Friedman test,
which revealed a significant effect of technique on absolute size
estimation error (χ2(3)=10.24, p=0.017, N=16). A post-hoc test using
Wilcoxon Signed-rank with Bonferroni correction showed signifi-
cant differences between some of the conditions (see Table 4). For
size estimation error we can conclude: Grid < Baseline, Wireframe.

Table 4: Pairwise comparisons of techniques for the absolute
size estimation error.

Comparison W Z p r
Baseline vs. Grid 740 2.90 0.013 0.26
Baseline vs. Cutout 800.5 1.93 0.212 0.17
Baseline vs. Wireframe 522 -0.88 1 0.08
Grid vs. Cutout 405 -0.97 1 0.09
Grid vs. Wireframe 301.5 -2.59 0.036 0.23
Cutout vs. Wireframe 501.5 -2.26 0.093 0.20

Correlation between distance and size estimation error. We tested
the Spearman’s rank-order correlation coefficient between abso-
lute distance estimation error (verbal estimation) and absolute size
estimation error (see Figure 6). We found a moderate effect for the
correlation of the two variables (rs=0.46, p<0.001). With larger dis-
tance estimation errors, participants were more likely to also make
larger size estimation errors. Specifically, participants made objects
too large in size, if they perceived them as being father away.

Subjective measures. After each condition, we asked the partici-
pants to answer questionswith 5-point Likert-scale items (1=strongly
disagree, 5=strongly agree). Participants stated that they had a good
understanding of distance with the techniques Baseline (Md=5,
IQR=0) and Grid (Md=5, IQR=1), while they were neutral for Cutout
(Md=3, IQR=1.5) andWireframe (Md=3, IQR=1.25).

In addition, the participants indicated that each of the techniques
successfully conveys the size of the occluded object: Baseline (Md=5,
IQR=1), Grid (Md=4, IQR=1.5), Cutout (Md=4, IQR=2), and Wire-
frame (Md=4, IQR=2).

5 DISCUSSION
Distance Estimation. During the study, we asked participants to

estimate the distance to the occluded object in two different ways:



MUM 2020, November 22–25, 2020, Essen, Germany Gruenefeld, et al.

−100 −50 0 50 100 150

−5
0

5
10

15

Distance Estimation Error
− verbal estimation − (in cm)

Si
ze

 E
st

im
at

io
n 

Er
ro

r (
in

 c
m

)

Figure 6: Correlation between absolute distance estimation
error (verbal estimation) and absolute size estimation error
(size estimation in 2cm steps on xbox controller).

by the measure of blind walking and by verbally estimating. Most
participants tried to walk the distance via one-meter steps. However,
the steps participants tookwere often shorter than onemeter. This is
in linewith previous research that found that walked distances often
do not match verbally-communicated estimations of that distance
[28]. Participants tend to walk too far if the target is closer than
2m, but not far enough if it is farther than 2m away. For a distance
of 6m, the error is about 84cm [29]. However, the environment in
which one has to walk is also critical for determining the distance
walked. For example, people make fewer errors when outdoors than
when indoors because humans tend to reduce their step size when
indoors [15]. Since our setup was indoors, the results reflect the
fact that participants were better at verbally communicating the
distance than walking it. Nevertheless, distance estimations for all
techniques were affected equally by the measure, and we deployed
the measure to ensure that participants could not simply repeat
the displayed numbers (Baseline technique) or count the cells (Grid
technique) while having problems to imagine how the values relate
to the real world.

In our hypothesis H1, we expected the Baseline visualization to
perform better than the Grid visualization. We could proof this for
the verbal estimation of the distance; however, it does not apply
for the measure of blind walking. Therefore, we cannot accept
our hypothesis H1. Nevertheless, Baseline and Grid outperformed
Cutout andWireframe for both measures as hypothesized in H1.

For our study, we can say that AR techniques like Cutout that
look realistic in the sense that the visualization is part of the ex-
isting environment are outperformed by AR techniques that give
additional (visual) aid such as Baseline and Grid. Therefore, we
recommend using a Grid-based technique for visualizing occluded
objects to best encode the spatial relationships between and dis-
tances to these objects. This is supported by the subjectivemeasures,
where the Grid technique received high ratings.

Size Estimation. Participants were able to estimate sizes of oc-
cluded objects similarly well for each technique. Nevertheless, we
found that participants could estimate the object’s size more pre-
cisely with the Grid technique than with Baseline andWireframe.

Furthermore, our results show that the estimation of size be-
comes less accurate if the distance has already been determined
inaccurately. This is because the two criteria for depth perception
are interdependent. The perceived distance of an object impacts its
perceived size [13]. Therefore, the perception of size is distorted
when the perception of distance of the object is already incorrect.

In general, the size can be better estimated if there are multi-
ple objects in the environment. In this study, only one object was
displayed at a time. In real life, there may be many objects in one
room. By evaluating several objects in a room, one can better per-
ceive the size and distance of any single object. Here, previous
knowledge about possible object constellations in the environment
also plays a major role in solving ambiguity problems in the en-
vironment. Problems of ambiguity arise when multiple possible
interpretations of the positions of objects in a room are generated
by a two-dimensional retinal image [12].

Limitations. In the study, one occluded object was displayed
to the participants. However, it is possible that multiple occluded
objects in the field of view are relevant for the user. The position
of the object was also only modified in terms of its distance to the
user. This was done to eliminate influence of the object position on
estimations of distance and size. The display of a single occluded
object runs the risk of giving the user ambiguous impressions. On
the other hand, if too many occluded objects are displayed, this
may lead to an information overload so that the user no longer
understands the spatial relationships of objects [21].

A further restriction is the maximum distance of the objects,
which was five meters from the room wall (i.e. six meters from the
participant). This maximum distance was adapted to the given room
size and to the technical specifications of the Hololens as well as to
the range within which humans have binocular depth perception
[17]. Therefore, in the future, it should be evaluated whether the
selected visualizations are suitable for longer distances.

Another aspect is that there was a limited number of object
shapes (geometric bodies) and the shapes were similar to one other,
so that we cannot assume our visualizations perform similarly well
on any possible object shape. Nevertheless, using different object
shapes in the study ensured that the results are not for one shape
only and more generalizable towards different shapes.

6 CONCLUSION
In this paper, we first presented a comprehensive overview of re-
searched techniques that allow one to visualize occluded objects.
We identified that very little research has investigated occlusion
visualizations in optical see-through head-mounted Augmented
Reality so far. Hence, we evaluated four different techniques for
visualizing occluded objects in head-mounted optical see-through
Augmented Reality and compared them with regard to distance
and size estimation error. Our results show that techniques with
additional (visual) aid such as Baseline and Grid perform best for
distance estimation. Furthermore, participants estimate objects as
too large in size, if they perceive them as being father away.
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