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(a) Path visualization. (b) Preview visualization. (c) Volume visualization.

Figure 1: Different visualizations implemented on Microsoft Hololens to display robot motion intent in Augmented Reality.

ABSTRACT
Established safety sensor technology shuts down industrial robots
when a collision is detected, causing preventable loss of produc-
tivity. To minimize downtime, we implemented three Augmented
Reality (AR) visualizations (Path, Preview, and Volume) which allow
users to understand robot motion intent and give way to the robot.
We compare the different visualizations in a user study in which a
small cognitive task is performed in a shared workspace. We found
that Preview and Path required significantly longer head rotations to
perceive robot motion intent. Volume, however, required the short-
est head rotation and was perceived as most safe, enabling closer
proximity of the robot arm before one left the shared workspace
without causing shutdowns.
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1 INTRODUCTION
Industrial robots have been locked behind cages for safety reasons
for a long time. Facilitated by novel collaborative robots and safety
sensors, the robot working area is slowly becoming more populated
by people and therefore less predictable. The state of the art in
safety systems for industrial robots is reactive [3]. Once a collision
is detected, either through internal force sensors or external laser
sensors, the system reverts to a safe state, usually by shutting down.
This state has to be actively reset, which is commonly done by a
designated safety officer in an industrial setting. While necessary
and important for worker safety, accidental false positive events
triggering the safety system result in a halt of production and
therefore a loss of productivity.

One way to prevent this kind of downtime is to extend the safety
concept towards proactive safety [8]. This includes communicating
a potential collision ahead of time to a human to allow appropriate
actions to be taken to deescalate the potential reactive safety event,
e.g. by stepping away. In case of non-compliance, the system falls
back to a reactive safety response.

The importance of understanding the behavior and the intent
of industrial robots grows with the increasing use of Artificial
Intelligence (AI) [10, 27]. Robots are able to make decisions based
on complex conditions, whichmight not be immediately understood
or foreseen by people. Explaining decisions and future actions by
robotic AI systems has a unique geometric aspect, which can be
exploited with 3D visualizations in Augmented Reality (AR) [6].
Clarifying robot motion intent was found as a building block of
trust between people and robots [23].

The more humans and robots collaborate, the higher the need for
adaptive behavior on both sides. Such behavior from the robot side
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can include planning for legible paths [7] and real-time obstacle
avoidance [14]. On the other hand, modern industrial plants are
designed with robots in mind [1]. This need exists in multiple
settings, but is most pressing in collaborative manufacturing and
logistics, as this is where most robots are used [18, 19]. It is therefore
important to have a common spatial language that allows the person
to understand intuitively what the industrial robot is doing and
where it will move next. Not only does this language have to be
intuitive in a way that does not require much training to understand,
but it should also not cause much cognitive load so that the person
can still perform their intended actions.

An illustrative use-case is the servicing of stacks within the
workspace of an industrial robot performing assembly tasks. These
stacks may have to be refilled or emptied. Such a task is somewhat
irregular in nature, as the stacks may be serviced in various time
intervals (i.e. a stack can be refilled any time before it runs empty).
In this use-case, a person must be able to understand the robot
motion intent in order to decide when to perform this task and
judge if the area needed for the task remains clear of the robot long
enough. This has to be possible while the robot is moving and with
enough lead time to allow clearing of the way.

In this paper, we explore how to avoid robot shutdowns due to
proximity. Thus, we investigate different ways of communicating
robot motion intent to users. Following findings from previous
work, we focus on head-mounted Augmented Reality (AR) devices
to convey the motion intent to users [21, 28]. While different vi-
sualizations of robot motion intent have been explored already, it
remains unclear which visualization works best for communicating
the robot motion intent on a head-mounted AR device, primarily
when the context induces additional workload to the user. Hence,
we implemented different visualizations for communicating the ro-
bot motion intent and compare them in a user study that includes ad-
ditional workload. We ask: (RQ)Which visualization presented
on a head-mounted Augmented Reality (AR) device commu-
nicates the motion intent of a robot in a way that empowers
users to avoid robot shutdown due to proximity?

We implemented three visualizations (see Figure 1) in head-
mounted AR to show future motion intent for an industrial collab-
orative robot. The proposed visualizations show the robot motion
only for a short time ahead while the robot is moving, but long
enough for the human to perceive the oncoming robot and react.
One visualization shows only the future path of the end-effector
(see Figure 1a), while another shows a model of the complete robot
configuration projected into the future (see Figure 1b). The third
visualization shows which volume slice, projected onto a 2D circle,
the robot will occupy in the future (see Figure 1c). We evaluate
these visualizations in a user study in which one solves simple
math equations while simultaneously avoiding the robot.

Our paper includes the following contributions:
• An implementation of three real-time visualizations (Path,
Preview, and Volume), which show the robot motion intent
in head-mounted Augmented Reality.

• An evaluation of these three visualization techniques in a
laboratory user study, in which a small cognitive task is
performed in a shared workspace.

2 RELATEDWORK
2.1 Visualizing Safety Zones
Navigating spaces occupied with fenceless industrial robots re-
quires human observers to be aware of the safety zones around
these robots and their current states.

In previous work, Augmented Reality has shown great potential
for conveying this type of information (e.g., for assembly [17]).
To effectively communicate safety zones, San Martín and Kidal
proposed six designs of visual and auditory feedback to indicate
close proximity to a robot [22]. Their results show that participants
prefer a design consisting of two severity steps in visual color
overlay.

To cooperate with high-performance industrial robots, Vogel
et al. [25] proposed a projection system that visualizes the safety
zones on the floor. In addition to the projection, the shared human-
robot working area is covered by a tactile floor that also informs
users about the safety zones. One year later, they presented a pro-
jected AR system for dynamically generated safety zones in coop-
erative manufacturing processes between humans and robots [26].
These safety zones are projected onto the shared workspace and a
camera system is used to monitor it.

Michalos et al. [17] presented a system to inspect assembly pro-
cesses, also involving a robot. Their visualization in Augmented
Reality includes 3D models and assembly instructions. In addition,
the visualization shows online data, such as safety volumes of the
robot controller.

2.2 Visualizing Future Intent
Watanabe et al. [29] examined the communication of robot intention
in the context of navigation with wheelchairs. A light projection
was used to communicate the motion intent to humans. The tra-
jectories of mobile robots and wheelchairs were visualized. The
results showed that humans prefer to interact with a robot when
it visually reveals its intentions. Furthermore, it was found that
human responses to the robot can already be effectively improved
by adding simple contextual information [4]. An example is the
display of the navigation intent of a robot.

Shrestha et al. [24] stated that the navigation intent of mobile
robots became more clear through the use of external flashers. How-
ever, the systems described so far use conventional visualization
methods such as screens or external light sources (turn signals).
Interestingly, May et al. [16] found that communication of the mo-
tion intent using turn signals is still more effective compared to
anthropomorphic features (such as a gaze to indicate the direction
of navigational intent).

Other studies use head-mounted AR to communicate the intent
of a robot. Chakraborti et al. [5] examined the task planning capa-
bility of a robot which visualizes its intended plan and contextual
information. Using the Microsoft Hololens, participants could in-
teract with the robot’s plan using gestures and see the robot arm’s
intent via added context information that was next to the objects
that were part of the plan.

Rosen et al. [21] found that Mixed Reality is an improvement
from the classic desktop interface when displaying paths of robot
arms. Their AR visualization on the Microsoft Hololens showed a
trail of the robot path. The participants were then asked to evaluate
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as quickly and accurately as possible whether or not the arm would
collide with the blocks on this path. The arm itself did not move in
the conditions with a 3D display of the path.

Walker et al. [28] developed explicit and implicit designs for
the visual signaling of a (flying) robot’s motion intent using AR. It
was found that the complete visualization of the movement path,
enriched with further context information, is best suited for the
communication of the motion intent.

Ameri E. et al. [2] present a system for visualizing and checking
manipulation plans in 3D (either in Augmented or Virtual Real-
ity). Motion and gripper actions are visualized as lines and boxes,
respectively.

3 DESIGN
Our design process started as an iterative process model with anal-
ysis of previous research to determine relevant previous results and
to extract different visualization approaches for the robot motion
intent. We focused on surveying research on Augmented and Mixed
Reality technologies as the strong geometric nature of robot motion
intent lends itself most readily for this modality.

For the purpose of visualizing highly dimensional paths of robot
arms, head-mounted AR, specifically using the advanced Microsoft
Hololens [15] device, was shown to be most suited [21]. As an
additional constraint from our use-case, only head-mounted AR
allows hands-free operation. Therefore, we focus on head-mounted
AR using the Microsoft Hololens device exclusively. Although the
Microsoft Hololens itself has some challenges, such as a limited field
of view of 30 by 17.5 degrees, it offers the best performance and the
largest feature set compared to other head-mounted Augmented
Reality solutions.

For all visualizations, we used a color gradient from blue to red
to encode how close the robot arm is relative to the user. Here, red
stands for very close and blue for far away. We based this on the
warm and cold metaphor used, for example, in heatmaps1 [11, 13].
Furthermore, the color red is commonly associated with danger
[9, 20].

All three visualizations show the robot’s future path over the
subsequent five seconds. Tenwaypoints on the path are interpolated
over the five seconds. In the following, the three visualizations are
described in more detail:

Path displays the path of the robot arm as a line, comparable
to the Arrow design by Walker et al. [28]. The path shows the
future positions of the robot’s end-effector only (see Figure 1a). An
advantage of this visualization is its simplicity, though by neglecting
other parts of the robot, the visualization is not complete. This may
increase load on the user as the rest of the robot motion must be
understood from incomplete information. Additionally, the user
may not see the path, even though significant parts of the robot on
its path may collide with the user.

Preview shows the full robot configuration by rendering robot
meshes at the interpolated waypoints, as in the visualization by
Rosen et al. [21]. Unlike their visualization, our shows the robot
along the instantaneous (future) motion path while the robot ac-
tually moves on the path (see Figure 1b). This visualization has
the advantage of showing all degrees of freedom. However, one

1Heatmap. en.wikipedia.org/wiki/Heat_map, last retrieved July 14, 2020

could still miss a possible future collision by looking away from
the visualization.

Volume is based on a cylinder around the robot, which is cut
into slices along the radial axis from the centerline (see Figure 1c).
The volume slices that the robot will occupy are visualized using
the color gradient from blue to red, while empty (safe) slices are
colored green. Thereby, the visualization incorporates previous
findings that show it is beneficial to inform users where they are
safe [22]. In total, the visualization consists of 72 slices that look
like a pie chart centered on the first joint of the robot. The cylinder
is chosen as it corresponds well to the circular workspace of the
robot and we assume that it can be perceived well from different
perspectives.

4 EXPERIMENT
We tested the visualizations described in the previous section in a
laboratory user study.

4.1 Apparatus and Implementation

Figure 2: Apparatus of Experiment. Setup includes a 14”
touch screen and a KUKA LBR iiwa 7 R800 with a Schmalz
ECBPi Vacuum Gripper. Best seen in color.

The apparatus consists of a KUKA LBR iiwa 7 R800 with a
Schmalz ECBPi (Cobot Pump) Vacuum Gripper situated in the
middle of a table 84 cm in height. Around the robot arm, there
are four boxes placed in the same distance of 70 cm to the robot
arm. The boxes have a distance of approximately 80 cm to one
another on the right and left sides, and the distance across between
the two front and back boxes is approximately 130 cm. The arm
moves from one box to another by turning only the bottom-most
joint (Joint 1), pretending to grab items from one box and shifting
them to another. The arm ran at a maximum angular velocity of
approximately 0.05 𝑟𝑎𝑑

𝑠 leading to an end-effector speed of 4 𝑐𝑚
𝑠 .

The participant has to solve math puzzles on a tablet to create a
small cognitive load. The tablet is 35 cm from the base of the robot
arm. It is located between the two boxes in front of the robot. At
the start and end of each trial, the arm intersects the space in front
of the tablet where the participant solves the math puzzles.

en.wikipedia.org/wiki/Heat_map
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The math puzzles consist of equations with simple additions
of two single-digit numbers. The participant decides whether the
presented equation is correct or incorrect by pressing the corre-
sponding button on the tablet. The equation is true in 50% of cases.
If a proposed solution is wrong (i.e. it is displayed wrong), two
is either added or subtracted from the correct result, both with a
probability of 50%.

The visualizations of the robot intent are displayed on the Mi-
crosoft Hololens. For the implementation, we used Unity (v.2018.4.5)
and the Siemens ROS# library (v.1.5) for the communication with
the ROS-Bridge Suite (v.0.11.3). Vuforia (v.8.3.8) marker detection
is used for aligning the coordinate systems of the arm and the Mi-
crosoft Hololens. An Intel NUC computer with an Intel i7 CPU and
16GB RAM was used to run ROS and control the experiment. A
second Intel NUC with an Intel i5 CPU and 4GB RAM was used as
a supervisor interface to select the condition and trial block to run
as well as to control the recording of experimental data.

Safety Aspects. For safety reasons, the maximal torque of each
robot joint was set to be 25 Nm. In the case of higher torques, for
example, generated during a collision, the robot would perform an
emergency stop. Since the end-effector moved in a circular motion
of about 0.8 m around the robot’s center, this would lead to a
collision force of 31.25 N. Assuming a collision area of about 4 cm2,
the pressure of a collision would be 7.81 𝑁

cm2 . However, according to
the DIN-ISO/TS 15066, which specifies the safety requirements for
human-robot interactions, a maximal force of 65 N and a maximal
pressure of 110 𝑁

cm2 would be allowed even in the most sensitive
area, the face. Our values are thus far below the upper threshold,
which is why we can consider our setup to be safe even if a collision
should occur.

4.2 Participants
We recruited 18 volunteer participants2 (5 female), aged between 18
and 49 years (M=31.39, SD=6.51) from the province Lower Saxony
in Germany through public and online advertisements. Participants
received no compensation for their time, which was communicated
in the advertisement. None of the participants suffered from color
vision impairments, 8 had normal vision, and 10 had corrected-to-
normal vision. We asked the participants to rate their experience
with Augmented Reality on a 5 point Likert-scale. The participants
stated that they had basic to intermediate experience (Md=2, IQR=2).
Participants were informed that they could end the experiment at
any time without any negative consequences. Clearance for this
research was obtained by the institute’s ethics review.

4.3 Procedure
Before the experiment started, the participants were informed about
the study and the experimental setup. We marked the working area
of the robot with a line on the ground. Each experiment started
with two test trials, in which a participant could enter the working
area of the robot and get to know the respective visualization before
the actual experiment.

2Formean effect sizes of (f=0.20), at least 285 observations are necessary, which requires
testing at least 18 participants (for each comparison we have 16 trials per participant).
We calculated this value with G*Power under Wilcoxon signed-rank test for matched
pairs (𝛼=0.05 and 1-𝛽=0.95).

The actual experiment consisted of three blocks, each of which
tested a visualization, and lasted about 10 minutes. After the last
block, a short questionnaire was completed. In total, the experiment
lasted about 40 minutes. Each block consisted of 8 trials in which
the arm of the robot moved between the four blue boxes as seen in
Figure 2. Four trials moved from the left two boxes towards the right
ones and into a possible collision with the user, while four moved
from the right. Each combination of box-to-box motion was used
to elicit a potential collision by traveling through the position of
the user (meaning front-left to front-right, front-left to back-right,
etc). A set number of stops at boxes on the starting side were added
per trial to force the participants to understand if the robot would
continue its movement towards them or stop at the front boxes. A
summary of the motions in each of the 8 trials is shown in Table 1.

While the participants were in the working area of the robot, they
were to solve mathematical problems on a tablet and at the same
time observe the visualization through the Microsoft Hololens. As
soon as the participants felt that the robot armwasmoving into their
work area, they were to leave the area with one step backward. The
order of the visualizations was chosen according to the Complete
Counterbalanced Measure Design. Since three visualizations were
tested in our experiment, the order was repeated after the 6th and
12th participants. After a participant had completed a condition,
the subjective evaluation of the respective visualization and task
was recorded with a Likert-item questionnaire. Each block followed
the basic structure:

(1) Perform test trial with visualization x → (2) Perform trial
block with visualization x → (3) Complete Likert-item question-
naire about visualization x

At the end of the last block, a short questionnaire regarding de-
mographics, eyesight, experience with AR, and subjective measures
was administered.

Table 1: Trial motions, with number of stops taken before
starting the move into collision.

# Direction From Box To Box # Stops
1 𝑅 → 𝐿 Back Front 2
2 𝑅 → 𝐿 Back Back 5
3 𝑅 → 𝐿 Front Front 3
4 𝑅 → 𝐿 Front Back 4
5 𝐿 → 𝑅 Back Front 3
6 𝐿 → 𝑅 Back Back 4
7 𝐿 → 𝑅 Front Front 2
8 𝐿 → 𝑅 Front Back 5

4.4 Study Design
To evaluate the performance of different real-time visualizations
of robot motion intent, we conducted a within-subjects controlled
laboratory study in Augmented Reality with the Microsoft Hololens.
Our independent variable was visualization with three levels (Path
vs. Preview vs. Volume). We used quantitative methods to evaluate
user performance, taking robot angle on leave, head pose in robot
area, task performance, workload, and subjective measures as our
dependent variables.
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For this study, we asked: (RQ)Which visualization presented
on a head-mounted Augmented Reality (AR) device commu-
nicates the motion intent of a robot in a way that empowers
users to avoid robot shutdown due to proximity?

𝐻1 We expect higher robot angles on leave for Volume than for
Path and Preview because we expect participants to perceive
the robot arm approaching earlier in the Volume condition.

𝐻2 We expect the condition Path to result in stronger head rota-
tions than Preview and Volume because of the limited field of
view of the used AR device, which may require participants
to rotate their heads more to perceive the Path visualization.

4.5 Results
Robot Angle on Leave. For all conditions, all participants man-

aged to exit the robot working area before a collision could occur.
We consider robot angle on leave to be the angle of the base joint
of the robot at the point in time when the participant left the robot
working area. We had to exclude one participant from the anal-
ysis of robot angle to leave, as the participant did not leave the
robot working area backward across the specified line, but rather
evaded the robot arm sideways. A Shapiro-Wilk-Test showed that
our data is not normally distributed (p < 0.001), and thereafter we
ran a Friedman test that revealed a significant effect of Visualiza-
tion on robot angle on leave (𝜒2(2)=6.37, p=0.041, N=17). A posthoc
test using Wilcoxon Signed-rank with Holm-Bonferroni correc-
tion showed a significant difference between Volume (Md=37.12,
IQR=13.79) and Preview (Md=40.53, IQR=18.93) (r=0.17, p=0.018).
Volume led to smaller robot angles on leave than Preview, meaning
the participants let the robot arm come closer before leaving. There
were no significant differences from Path(Md=39.93, IQR=17.28)
(see Table 2). Figure 3 shows the robot angle on leave distribution
per visualization.

Head Pose in Robot Area. To understand how participants used
the different visualizations, we compared their head rotations (look-
ing left or right) for each condition to another. We recorded all
head poses (including position and rotation; interval 50Hz) with
the Microsoft Hololens. In a first step, we extracted all head poses
that had been recorded within the robot working area during a trial.
Overall, we identified 552478 data points as relevant: Path=185115,
Preview=184031, and Volume=183332. Afterward, we calculated the

Figure 3: Robot angle (base joint) to participant on leaving
the robot area.

Table 2: Pairwise comparisons of robot angle on leave for the
different visualizations (r: > 0.1 small, > 0.3 medium, and >

0.5 large effect).

Comparison W Z p r
Path vs. Preview 4515 0.31 0.757 0.02
Path vs. Volume 5578 2.00 0.092 0.12
Preview vs. Volume 3394 2.75 0.018 0.17

mean head rotation (deviation from 0° for left or right head rotation)
for each trial. The median head-rotations per condition in ascend-
ing order are: Path=6.62° (IQR=6.57°), Preview=4.06° (IQR=5.46°),
and Volume=2.28° (IQR=3.17°). The head rotations are compared in
Figure 4.
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Figure 4: The median head rotations per condition.

A Shapiro-Wilk-Test showed that our data is not normally dis-
tributed (p < 0.001), and thereafter we ran a Friedman test that re-
vealed a significant effect of visualization on head rotation (𝜒2(2)=
76.24, p<0.001, N=18). A posthoc test using Wilcoxon Signed-rank
with Bonferroni-Holm correction showed significant differences
between all conditions (see Table 3). Here, we can conclude Path >

Preview > Volume for the median head rotation during the trials.

Table 3: Pairwise comparisons of head-rotations for the dif-
ferent visualizations (r: > 0.1 small, > 0.3 medium, and > 0.5
large effect).

Comparison W Z p r
Path vs. Preview 7316 5.77 <0.001 0.35
Path vs. Volume 8265 7.84 <0.001 0.48
Preview vs. Volume 7134 5.38 <0.001 0.33

Task Performance. We consider the effect of visualization on the
number of solved math puzzles per trial. The mean numbers (total
numbers over all trials) of solved math puzzles per condition in
ascending order are: Preview=14.99 (2158), Path=15.32 (2206), and
Volume=16.44 (2368). The numbers of solved math puzzles for each
condition are compared in Figure 5.
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Figure 5: The median number of solved math puzzles.

A Shapiro-Wilk-Test showed that our data is not normally dis-
tributed (p < 0.001), and thereafter we ran a Friedman test that
revealed no significant effect (𝜒2(2)=4.81, p=0.090, N=18).

Furthermore, we consider the effect of visualization on the per-
centage of correctly solved math puzzles per trial. The mean per-
centages of correctly solved math puzzles per trial in ascending
order are: Preview=98.20%, Path=98.43%, and Volume=98.89%. A
Shapiro-Wilk-Test showed that our data is not normally distributed
(p < 0.001), and thereafter we ran a Friedman test that revealed no
significant effect (𝜒2(2)=2.36, p=0.307, N=18).

Task Load. The results of the task load ratings as measured by
the Raw NASA Task Load Index (Raw-TLX) [12] are shown in Ta-
ble 4. We conducted a Friedman test for each scale of the Raw-TLX
and found significant differences for two scales: physical demand
(𝜒2(2)=6.78, p=0.034, N=18) and frustration (𝜒2(2)=10.58, p=0.005,
N=18). A posthoc test usingWilcoxon Signed-rank with Bonferroni-
Holm correction showed significant differences between some of
the conditions. For physical demand, we found significant differ-
ences between Path and Preview (W=53.5, Z=2.63, p=0.026, 𝜙=0.38),
and Path and Volume (W=69, Z=2.03, p=0.039, 𝜙=0.29), indicating
a higher physical demand for Path. For frustration, we found a
significant difference between Path and Volume (W=228, Z=2.78,
p=0.018, 𝜙=0.40), indicating that users were less frustrated when
using Volume.

Subjective Measures. After each condition, we asked participants
to answer a question with a 5-point Likert-item (1=strongly dis-
agree, 5=strongly agree). The results are shown in Figure 6. Partici-
pants stated that the Path visualization did not support them (Md=1,
IQR=2), while they were neutral for Preview (Md=3, IQR=2.25) and
Volume (Md=3, IQR=2).

Furthermore, at the end of the experiment, the participants were
asked to vote for the visualizations that made them feel the most
and least safe. Eleven participants stated that they felt the safest
with Volume, while five voted for Preview and two voted for Path.
Fourteen participants stated that they perceived Path as the least
safe visualization, while four voted for Preview and nobody voted
for Volume.

5 DISCUSSION
Avoiding Close Proximity. In all trials, participants left the robot

working area before a collision with the robot arm could occur.

Volume

Preview

Path

−100% −75% −50% −25% 0% 25% 50% 75% 100%

Strongly Disagree Disagree Neutral Agree Strongly Agree

I think the visualization supported my task.

Figure 6: Results from Likert-item questionnaire.

Nevertheless, we observed differences among the conditions for
the angle between participant and robot arm on leave. In our hy-
pothesis 𝐻1, we expected Volume to result in higher angles than
Path and Preview because we thought participants would perceive
the robot arm motion sooner and therefore leave earlier. However,
our results showed that the angle to the robot arm on leave was
significantly lower for Volume than for Preview. It might be that
the participants stayed longer in the shared workspace because
they trusted the Volume visualization more. This is reflected in the
subjective measures, where Volume was rated as the safest visu-
alization. The smaller variance of angle on leave in Volume may
be explained by a more reliable perception of the robot motion,
whereas other conditions would be less reliable and cause some
participants to leave much earlier or much later when the robot
itself was perceived with peripheral vision.

Head Movement. Because of the limited field of view of current
AR devices (including the used Microsoft Hololens), we expected
in our hypothesis 𝐻2 that participants would need stronger head
rotations to perceive the Path visualization than for Preview and
Volume. In our results, we found a significant effect giving evidence
for this and therefore, we accept our hypothesis 𝐻2. However, we
also found that Volume results in significantly fewer head rotations
compared to Path and Preview. This is interesting because it suggests
that the Volume visualization can be perceived quite well even
without much effort in terms of head rotation.

Task Performance. For the number of solved math puzzles and
the percentage of correctly solved equations, we did not observe
any significant differences among the three conditions. However,
as the reported head rotations suggest, stronger head rotations are
required for the Path visualization than for the Volume visualization.
Therefore, participants have more time and potentially could solve
a larger number of math puzzles. This is somewhat reflected in the
results (Path=2158 and Volume=2368 solved math puzzles), however,
the effect size may be too small to find any significant differences
with the given sample size. Overall, all visualization led to more
than 98% correctly solved math puzzles on average.

Task Load. We found that Path resulted in significantly higher
physical demand and frustration compared to Volume. This sup-
ports our previous findings that Volume can be perceived quite
well and does not require strong head rotations to be understood.
Furthermore, it can explain the higher frustration for Path because
participants are more likely to miss the information provided by
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Table 4: Task load ratings (Raw-TLX) for all visualizations (values range from 1 (very low) to 10 (very high)).

Visualization Mental Demand Physical Demand Temporal Demand Performance Effort Frustration
Median (IQR) Median (IQR) Median (IQR) Median (IQR) Median (IQR) Median (IQR)

Path 3.0 (3.00) 2.0 (4.00) 4.0 (3.25) 5.5 (4.00) 3.5 (3.25) 5.0 (5.00)
Volume 3.0 (2.25) 2.0 (1.25) 3.5 (3.00) 7.5 (3.25) 3.0 (2.00) 2.5 (3.00)
Preview 3.0 (2.00) 2.0 (1.00) 3.0 (3.00) 6.5 (4.00) 2.0 (3.25) 3.0 (3.25)

the visualization. Hence, we argue that Volume is best-suited for de-
vices with a limited field-of-view, which includes all most currently
available AR headsets, such as the Hololens.

Subjective Measures. Participants were neutral about the volume
and preview visualizations, while they disliked the path visualiza-
tion. We think this is due to the limited field of view of the Microsoft
Hololens. Participants stood very close to the touch interface to
solve the math puzzles. Thereby, the augmentation often required
strong head rotations to prove useful. However, at the end of the
study, we asked all participants for the safest visualization. Here,
most participants (11/18, 61%) stated that they perceived Volume as
the safest visualization. We think this is due to the fact that Volume
managed to utilize the small screen in the best way, while Path was
perceived as least safe because stronger head rotation is required
to see the augmentation.

Limitations. A technical limitation of our study is in current AR
devices. The limited field of view of these devices cannot use the
potential of human peripheral vision to arouse visual attention
naturally. On top of that, every augmentation needs to be placed
in the center of the field of view to be perceived well, resulting in
visual clutter that may negatively influence the performance of any
tasks carried out. However, by using an AR device with a limited
field of view, we were able to measure the performance of what is
currently possible. Our study was limited to some extent by our
simplified setup (four boxes) and the same slow speed for all robot
motions during the study. However, since this user study is one of
the earlier studies on AR interfaces that involves participants within
the workspace of a robot arm in motion, we did not want to risk
participants getting injured or frightened. Additionally, our research
focuses on users that enter the robot working area knowingly.
While this makes sense in some scenarios (e.g., refilling stacks for
the robot to work with), it remains unclear how far our results can
be replicated in situations in which the users accidentally enter the
robot operating area.

Future work. In the future, we consider doing further experi-
ments in Virtual Reality (VR). VR has certain advantages that allow
one to, for example, test visualizations that require a larger field of
view. Furthermore, in VR we could increase the speed of the robot
arm while at the same time avoiding any danger for participants
from a real robot arm in motion.

6 CONCLUSION
When humans and industrial robots share a workspace, humans
need information about the robot’s intent so that interruptions
due to collisions are avoided. We implemented three different vi-
sualizations in AR, which are intuitive and easy to process while

performing tasks in a shared human-robot workspace. We found
that the Path and Preview visualizations caused the participants to
rotate their heads away from the task towards the robot. Volume
required significantly less head movement, indicating easier percep-
tion of the robot motion intent. The participants also reported that
they felt this visualization was most reliable. Our results also show
that a head-mounted AR device with the appropriate visualization
can help to improve the mediation of intents between robots and
humans, so humans can avoid collisions.
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