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Fig. 1. We investigated the learning effect of four different learning conditions to teach sign languages. In the example pairs of
conditions and signs shown, the participant receives (a) audio instruction for the sign strong, (b) visual instruction for the sign past, (c)
electrical muscle stimulation for the sign have, and (d) a combination of both visual and EMS for the sign devour.

Around 466 million people in the world live with hearing loss, with many benefiting from sign language as a mean of communication.
Through advancements in technology-supported learning, autodidactic acquisition of sign languages, e.g., American Sign Language
(ASL), has become possible. However, little is known about the best practices for teaching signs using technology. This work investigates
the use of different conditions for teaching ASL signs: audio, visual, electrical muscle stimulation (EMS), and visual combined with
EMS. In a user study, we compare participants’ accuracy in executing signs, recall ability after a two-week break, and user experience.
Our results show that the conditions involving EMS resulted in the best overall user experience. Moreover, ten ASL experts rated the
signs performed with visual and EMS combined highest. We conclude our work with the potentials and drawbacks of each condition
and present implications that will benefit the design of future learning systems.
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1 INTRODUCTION

With almost half a billion people living with hearing loss [32], sign languages have become a widely used alternative to
verbal communication, empowering many people with hearing loss to better communicate [30]. Moreover, learning sign
language can benefit everyone: it can be a solution for hearing people if verbal communication is not feasible (e.g., it
offers an opportunity to communicate in noisy environments), and, more importantly, it makes communication between
the hearing and deaf or hard-of-hearing (DHH) members of a community easier. Currently, sign language learning is
often done either with the support of a teacher who provides in-person training or with subbed video tutorials [25].
However, autodidactic learning of sign language via video remains challenging because signs are complex. They consist
of hand and arm movements, facial expressions, and body language [37], which are difficult to perform correctly using
only videos. Hence, learning sign language without in-person training (e.g., over distance) remains challenging.

Previous research has demonstrated that technology has the potential to support the process of teaching sign
language (e.g., through augmented reality [4] or with the help of robotics [48]). However, despite the promising results
from studies demonstrating that electrical muscle stimulation (EMS) can support the execution of various muscle skills
(e.g., [8, 35]), the feasibility of the technology to support sign language learning has not been investigated. Yet it remains
interesting, if the EMS technology can effectively support learning muscle skills that have the complexity of signs.
Fundamentally, EMS works by inducing an external electrical signal, which is sent to the human muscle; the human
muscle then contracts, leading to a movement that corresponds to the actuated muscle. In this paper, we explore the
potential of this technology to support sign language learning. To further investigate the suitability of the traditional
language learning approaches, namely audio and visual, we conducted a comparative study in which EMS is compared
to both audio and visual modalities. Additionally, we consider the combination of EMS and visual for our comparison as
well. By comparing these technologies in terms of their effectiveness for learning sign language, the findings could
contribute to making autodidactic learning more efficient.

Sign language, like any spoken language, is composed of many elements. Although many of them are common to
spoken languages (e.g., grammar, vocabulary, structure, etc), other elements are more focused on sign execution (e.g.,
hand movement, fingerspelling, facial expressions). Our main goal is to explore the role that technology plays, through
different modalities, in supporting sign language learning and execution. In this work, we focus on exploring signs that
mainly rely on movement from the user’s arms and hands, with fewer complex details added (e.g., facial expressions).
This is defined as the first out of four strata in Sandler’s categorization [37]. To be exact, we investigate the effect of
using different interaction modalities for the autodidactic acquisition of sign language, namely audio, visual, EMS, and
a combined condition consisting of both visual and EMS. As we do not only focus on deaf or hard of hearing (DHH)
users, but rather address users who are interested in learning sign languages (e.g., family and friends of DHH people),
we included the audio modality in our studies. While the audio and visual modalities communicate instructions for
performing a sign to the user, EMS allows direct actuation of the user. Thus, it involves performance based on direct
feedback from a trainer (e.g., training device).

In a user study, we asked participants to perform four different signs instructed through the three modalities (audio,
visual, EMS) as well as the combination of visual and EMS. After a two-week break, participants were asked to perform
the signs again, this time without instructions. We were primarily interested in the correctness of sign execution,
recall ability, and user experience for each modality type. During the evaluation process, we received support from ten
ASL experts (with 22 years of experience on average) to judge the quality of the signs’ execution. Our results show a
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significant difference between the combined and audio conditions, where the execution of the signs in the combined

condition was better. In general, conditions involving EMS received better ratings in terms of user experience.

Contribution. Our work contributes to (1) a better understanding of the challenges and potential for technology-based
sign language learning. Moreover, we (2) provide insights from a user study (N=17) in which we compare the learning
effects of different instruction modalities on the example of American Sign Language including the rating from 10 ASL
experts evaluating the performance of the participants.

2 SIGN LANGUAGE LEARNING

Sign languages are a means of communication benefiting a large percentage of the world’s population, including not only
those living with hearing or speech impairments, but also many people in their communities, such as family members,
friends, and teachers [7]. Sign languages are more than a system of communication for an existing language; they are
“a true human language” ([46], p.7). However, there is no universal sign language, but rather a great variety of sign
languages across the globe. As digitalization has progressed over the last 20 years, several technological approaches have
been brought forward to support communication between the hearing and people with hearing or speech impairments.

2.1 Signs vs. Gestures

Until the end of the 19th century, the words gesture and signs were used interchangeably [22, 23]. In the 20th century,
however, signs started to be considered linguistic [23, 24, 41, 42]. Previous research plotted the evolution from simple
gestures to sign languages [21, 29], which was later also explained as transferring from no convention and speech
(gestures) to convention and no speech (sign languages) [19, 26]. It further highlighted that people who are deaf or
hard-of-hearing perceived gestures as a method of communication with hearing people who cannot sign [26]. Another
perspective suggests that gestures could be seen as a natural feature that accompanies a language regardless of its
modality (sign or speech) [12]. In this paper, we will use the term sign instead of gesture to avoid confusion.

Sandler divided an existing sign language into four strata of increasing complexity in terms of gestures and grammar.
The first stratum uses only a hand to communicate, while the fourth stratum uses the hands, head, face, and body [37].
In this work, we focus mainly on the first stratum and we use American Sign language (ASL). Thus, as a first step, we
explore the role of different technologies in supporting the hands and arms in executing signs. While starting with rather
simple signs is not recommended for machine-based sign language recognition, generation, or translation [3], they can
provide a good initial set to investigate human-centered sign language learning as they reduce the number of influencing
factors and make the results easier to interpret. Nevertheless, this choice certainly influence the generalizability of the
results, and thus, future exploration of more complex signs is required.

2.2 Technological Support for Sign Languages

Technology can support communication between people with and without hearing and speech impairments in multiple
ways. The main goal of previously-studied assistive technologies was to develop a medium for post-hoc or instant
translation, usually from ASL to verbal or written English. The basis for the automated translation is the recognition of
the signs. Examples of applying technology to sign recognition include using RGB [2] or depth cameras [27]. Further,
sensing tools such as data gloves [11, 20] provide more detail about the signer’s hand positions. To make the process of
hand sign recognition less cumbersome, researchers applied sign recognition through Electromyography. For example,
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Abreu et al. [1] and Paudyal [33] used a consumer device for hand movement tracking called the Myo armband1. This
armband uses Electromyography to sense the electrical activity in the muscles of the arm that is generated by hand and
finger movement.

In their recent work, Gugenheimer et al. [14] evaluated existing assistive technology in this domain and requested a
change in the design perspective. They highlighted the importance of supporting learning of the subordinate rather
than the dominant language in a society, identifying sign language as a subordinate language based on the number of
signers compared to the speaking community. Hence, we take the stand that technological support should be designed
to foster the learning of sign languages by people without hearing or speaking impairment.

ASL is a complex language and is difficult to acquire without the help of a proficient teacher. However, technology
can be used to enable autodidactic learning anytime and anywhere, appealing to a broader audience.

2.3 Teaching of Sign Languages

Besides real-life courses teaching sign language, digital tutorials have become increasingly popular over recent decades.
In these mostly video-based lessons, the learner watches a recording of a person or avatar executing a certain sign or
sentence and is asked to repeat it. This form of digital video-based learning enables self-paced and remote learning
without an actual human teacher. To assess the quality of the learner’s sign execution and provide feedback, the system
has to recognize the learner’s movements.

There are several ASL learning applications available on the market (e.g., ASL Coach2 or American Sign Language
ASL3). These apps offer a variety of video tutorials but lack performance recognition; thus, they also lack feedback
on the accuracy of a learner’s sign execution. In recent studies, Paudyal et al. [34] highlighted the need for corrective
feedback and investigated a combination of a camera-based sign recognition system with an intelligent tutoring system
to teach ASL. By analyzing a learner’s joint locations, hand and arm movements, and hand shape, the system compares
the execution to an expandable database of target signs and provides feedback [34]. However, the effect of the feedback
on the learning process has not yet been evaluated.

2.4 Research Gap

The most common technical approach to sign language teaching is video-based learning, ie. the learner is asked to repeat
a sign performed by a human or avatar in a video. This approach is applied to mobile applications, online tutorials, and
intelligent systems such as SCEPTRE [33] or Learn2Sign [34]. Yet, video-based learning has the drawback that it requires
the learner to accurately mimic the signs performed by the teacher on their own and be aware of mistakes. Further, it
remains unclear how well video-based learning actually performs in terms of recall compared to other modalities.

3 TEACHING MODALITIES FOR SIGN LANGUAGE LEARNING

The Cognitive Load Theory describes the allocation of working memory resources in learning processes. It defines the
terms Intrinsic Load (load induced by the task itself), Extraneous Load (load induced by the instructional design), and
Germane Load (resources needed for schema construction and memory integration, and thus, learning). Confusing
instructions can use up cognitive resources that would otherwise be available, and can thus hinder learning [5]. Thus,
one goal is to design the instruction in a way that it does not induce more additional load than necessary.

1Myo armband. https://support.bynorth.com/myo, last retrieved March 9, 2022.
2ASL Coach. https://play.google.com/store/apps/details?id=com.PLMUN.myASL, last retrieved March 9, 2022.
3Sign Language ASL. http://play.google.com/store/apps/details?id=tenmb.asl.americansignlanguagepro, last retrieved March 9, 2022.
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In the following, we will outline different modalities for sign language learning instruction, which we will com-
paratively evaluate in a user study. Our teaching modalities include audio as we include people without hearing or
speech impairment, representing relatives that use sign language as a mean of communication with their deaf or
hard-of-hearing friends and family members. We propose investigating the performance of the frequently-used (1)
video-based instructions in comparison to three other instruction modalities: (2) audio instructions, (3) direct muscle
actuation using EMS, and (4) a combination of visual and EMS. We decided to include video and audio as separate
conditions to better understand their individual influence on the learning effectiveness. As previously mentioned in
the related work, signs could be divided into four strata [37]. In our work, we focus mainly on signs using the hands
(i.e. first stratum). We designed the instructions by observing professional online teaching videos (both front and side
views) and cutting down each sign to a sequence of movements.

3.1 Audio

In our case, the audio modality includes a description of the movement. Describing a movement using words offers the
chance to include specific details regarding its execution, which may not be obvious in a picture or video. Furthermore,
the sign can consist of multiple smaller movements of different body parts (e.g., a hand posture combined with a head tilt
or facial expression). In the audio format, the individual signs are outlined successively, while their order of execution
is described verbally. As a result, the learner can focus on each individual movement required to execute a sign instead
of perceiving all parts simultaneously, leading to a more profound way of processing.

3.2 Video

As described in Section 2, many sign language learning applications employ videos of either an avatar or a human
demonstrating signs. This technique is founded on the assumption that observing a movement triggers similar processes
in the human brain as does the actual movement execution [40]. Therefore, the combination of visual presentation and
subsequent practice has the potential to create lasting motor memories.

3.3 EMS

Electrical Muscle Stimulation (EMS) is a method of externally stimulating the human body’s muscles using small
electrodes attached to the skin that send electrical impulses. Through EMS, a muscle can be actuated and, depending on
the impulse’s strength, can create a sense of force-feedback or lead to movement execution [38]. In human-computer
interaction, EMS has been investigated as a means to provide realistic force-feedback in virtual reality, but also to
train certain movements. For example, Hassan et al. [15] applied EMS as a teaching tool to help runners improve
their fine-tuned movement execution while running. They were able to show that EMS outperformed slow-motion
video-based feedback on their movements. Other researchers have focused more on hand movements, e.g., to improve
typing skills [39], bowling skills [44], or the playing of musical instruments [17, 43]. For teaching sign language, we
actuate the learners’ muscles using EMS to provide them with the correct movement initially, reducing the need for
corrective feedback.

4 EVALUATION

This work focuses on teaching American Sign Language (ASL) signs, as it is one of the most widely used sign languages
in the world. Although the actual number of ASL signers is hard to specify, the estimates range between 250-500,000
signers in the US alone [31]. Here, we focus on teaching signs that primarily rely on hand and arm movements.
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(a) Sign past. (b) Sign devour. (c) Sign have. (d) Sign strong.

Fig. 2. Visual representation and electrode placement for each sign. The audio descriptions for each are (a) throw your right hand over
your right shoulder, (b) throw both hands over your shoulders, (c) tap your chest with the fingers of your right hand, and (d) make a fist
with your hands and bend both arms, bend the right arm more than the left one.

Since our main goal is to compare learning of signs across the different conditions, we avoided any kind of linking
between the word meanings and the sign itself (i.e., iconicity [45]). Consequently, we presented the executed signs
by number for memorability (e.g., sign 1). There is a huge pool of signs performed using the hands in American Sign
Language (ASL). Given the current limitations of EMS (e.g., limited number of simultaneously actuated muscles or
precision of actuation) and in favor of a simpler study design with less influencing factors, we chose signs that would
ensure a fair comparison across all conditions. Thus, we chose four signs: two that require movement of both arms and
two that require only one arm to move. We communicated these signs in four instruction modalities. The first is audio,
where the user hears a description of what is being communicated. The second modality is a visual representation that
uses a video of an avatar performing the sign. The third modality is actuating the user via EMS to induce performance
of one of the signs. The fourth and last modality is a combined instruction, where the user can see the visual input and
be simultaneously actuated via EMS. Any combination with audio instruction was excluded because the user has to
hear the whole description, process it, and then execute it. This is unlike visual and EMS instructions, where the user
starts to execute the sign the moment the instructions are communicated.

4.1 Initial Involvement of Signers

We asked a sign language student (20 years, female) and a teacher (60 years, male) for their opinion regarding the
design of the different modalities and collected their feedback. For the EMS condition, particularly the student was
positive by indicating that the “exact movement could be controlled.” She expected the audio condition to be appropriate
to communicate the correct arm movement. However, she was afraid that the audio could be easily misinterpreted. The
teacher, on the other hand, expected that the visual condition would support the learning process best as he has been
using it for his 25 year long career. He was afraid that without visuals, learning will not be successful. Both agreed that
the combination of visual and EMS can be beneficial.

4.2 Study Design

To avoid that participants see any meaning in the signs that would help to remember them, we assigned each sign a
number (cf., Figure 2). In general, we had three modalities to communicate the teaching instructions: audio, visual, and
EMS. In addition to these, we had a condition that we refer to as combined, which communicated the signs visually and
with EMS simultaneously. Each sign was repeated 10 times in each condition. For both the EMS and visual conditions as
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well as the combined condition, the instructions were communicated for 3𝑠𝑒𝑐 , with 3𝑠𝑒𝑐 intervals between repetitions.
However, for the audio condition, the communicated description lasted 6𝑠𝑒𝑐 instead with a 3𝑠𝑒𝑐 interval between
repetitions. The audio instruction lasted longer to ensure that the participants had enough time to process the meaning
and execute the movement in 3𝑠𝑒𝑐 . This asynchronicity concerning the different times for visual and audio was one
of the major reason to not provide it as a combined condition but rather to rely on a combination of visual and EMS.
To be able to record and later evaluate their performance in recalling as well as executing the signs, we recorded the
movements via video documentation (mounted from the perspective of a communication partner) and an OptiTrack
system4 (to allow precise replay of the movements from different perspectives). Our approach would help us to identify
the best memorized and correctly executed condition after the study.

4.3 Participants and Procedure

Overall, we had 17 participants (13 male, 4 female) with no prior knowledge of any sign language, aged between 22
and 32 years (mean=27.56, SD=2.98). The quantitative data of one participant was excluded as the actuation in the
EMS condition yielded a different behavior after being actuated only once (i.e., the participant’s forearms twitched
toward the abdominal area instead of raising toward the shoulders). The study was conducted in two sessions, each
lasting for about an hour, with a span of two weeks in between, as was done in previous work [13]. Each participant
had to perform every sign in a counterbalanced order. Furthermore, the signs communicated in each modality were
counterbalanced to eliminate any learning effect.

First Session. At the beginning of the first session, we welcomed the participants and gave them the consent form,
which included the safety regulations of the EMS as well as the study description. The study was conducted following
the ethical guidelines of our institution. The first session consisted of two parts. The first part was the muscle calibration,
in which we actuated the muscles of the participants and visually checked until the target motion was achieved similar
to previous work [9, 36]. To be exact, we segmented each sign into a sequence of movements and after placing the
electrodes we visually verified if all the segments were applied. In the second part of the first session, we asked the
participants to wear OptiTrack markers in the form of arm bands, a vest, and gloves (cf., Figure 3b). We recorded images
of the positioning of the arm bands to ensure applying the same positioning in the second session. The participants
stood in the lab facing a projection, through which we communicated the sign number (cf., Figure 3a).

Then, we communicated the different instruction modalities and signs. The mix of the modalities and the signs
followed a Latin-square design, where each condition appeared four times in our overall data set. Between each
condition, we asked the participant to fill in a user experience questionnaire [28]. At the end of the session, we asked the
participant to rate each condition on a 7-point Likert-item, indicating to what extent the sign was clearly communicated
and to what extent they would remember it, as well as their learning abilities (e.g., ability to memorize and learn).

Second Session. After two weeks, we asked the participants to come into our lab again for the second session. First, we
asked them to indicate on a 7-point Likert-item to what extent they remembered the signs they had learned in the first
session. Then, we asked them to put on the OptiTrack markers and adjusted the markers’ positions and orientations
according to the images captured in the first session. We again presented the sign number known from the first session
and requested them to execute each sign as soon as they saw the sign number. They were told that they should perform
each sign as they remembered it from the first session. We then visually confirmed whether it was the correct sign. If
the participant said that they had forgotten the sign or performed a wrong one, we provided a hint. We had a total of

4OptiTrack. https://optitrack.com, last retrieved March 9, 2022.
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(a) Apparatus used for our evaluation. (b) Body-mounted trackers.

Fig. 3. The general setup of our study, where the participant stands facing the projection showing the different instructions (cf., 3a).
The participants’ movements are recorded by a tracking system that tracks the participant’s markers (cf., 3b).

three hints that would be communicated in the same order for each condition and across all participants. Each hint
would only be communicated if the previous one failed to remind the participant of the sign. In order, the three hints
provided were: (1) the sign modality, (2) the number of arms used, and (3) the visual representation of the sign.

When the participant remembered the sign, they had to rate on a 7-point Likert-item to what extent they remembered
the exact execution of the sign. They then had to repeat the sign 10 times, which was guided by signals (i.e., the sign
number appearing on the screen). The signals appeared for 1.5𝑠𝑒𝑐 and were separated by 3𝑠𝑒𝑐 breaks. At the end of the
session, we conducted an interview with the participant to gain more insight into how each modality affected their
ability to remember the signs.

5 RESULTS

Since the EMS actuation for one participant caused problems for the last trials of the second session, we excluded that
participant for our performance measures but considered their feedback for the semi-structured interviews. Below, we
report mean (M), median (Md), and interquartile-range (IQR).

5.1 Ratings from ASL Experts

To understand how interpretable participants performed the learned signs during the second session of our study, we
invited ten ASL experts (6 female, 3 male, 1 preferred not to say), aged between 28 and 54 (M=35.7, SD=8.2) with an
average experience in ASL of 22.2 years (SD=14.6) to participate in an online questionnaire rating how well participants
performed each sign. All Participants are residents in the USA. In particular, the questionnaire showed the video
recordings of the performed signs (from the perspective of a conversation partner) and the intended sign. Then, we
asked the experts to rate the statement “the participant correctly executed the arm and hand movements of the sign”
(1=strongly disagree and 7=strongly agree). As we are inspecting the movements of only the arms, all the faces of the
participants were blurred to eliminate any influence of facial expressions. Overall, each one of the ten ASL experts
rated the signs of the 16 participants that performed all four signs each, resulting in 640 ratings (i.e., 10 experts * 16
participants * 4 signs).
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(b) Boxplots for the ratings of the four different conditions.

Fig. 4. Ratings from the ASL experts on the signs performed by the participants at the second session of our user study. The significance
levels are given by stars: *(<0.05), **(<0.01), and ***(<0.001).

For the different signs, the mean (median, interquartile-range) ratings of participants’ sign execution rated by the
experts are (in descending order): past=4.53 (Md=5, IQR=3), have=4.11 (Md=4, IQR=2), devour=3.68 (Md=4, IQR=3),
and strong=3.51 (Md=4, IQR=3) (see Figure 4a). Since we do not assume normality, we performed a Friedman test
that showed a significant effect of the signs on the expert ratings (𝜒2(3)=25.61, p<0.001, N=10). A post-hoc test using
Wilcoxon Signed-rank with Bonferroni correction revealed significant differences between the conditions. We found a
significant difference between past and devour (W=15950, Z=4.394, p<0.001, r=0.25), past and strong (W=16675, Z=4.665,
p<0.001, r=0.26), and have and strong (W=14938, Z=3.268, p=0.006, r=0.18). Here, we can conclude that past is rated
significantly better than devour and strong, and have is rated better than strong.

For the different conditions, the mean (median, interquartile-range) ratings of participants’ sign execution rated
by the experts are (in descending order): combined=4.20 (Md=4, IQR=3), EMS=4.06 (Md=4, IQR=4), visual=3.87 (Md=4,
IQR=3), and audio=3.7 (Md=4, IQR=3) (see Figure 4b). Since we do not assume normality, we performed a Friedman test
that revealed a significant effect of the conditions on the expert ratings (𝜒2(3)=9.338, p=0.025, N=10). A post-hoc test
using Wilcoxon Signed-rank with Bonferroni correction showed a significant difference between audio and combined

(W=10992, Z=−2.794, p=0.030, r=0.16). We conclude that combined is rated significantly higher than audio.
Moreover, after rating the sign execution of our study participants, experts provided general comments about the

rated performances. Experts noted that some signs came off a bit aggressive. In particular, because the signs were
executed too quickly. Here, the timing for some signs (devour, strong) is more important than for others (past, have).
Furthermore, experts highlighted that facial expressions and finger spells are important for correct execution of signs.

5.2 Memorability

We report the number of hints needed as well as the correctness of the sign execution within and across sessions.

Number of Hints. At the beginning of the second session, we asked the participant to start executing the sign as soon
as we displayed the sign number. If participants had trouble remembering a sign, they could get up to three hints (one
at a time). In the following, we report the number of hints needed per condition (in ascending order): audio=12 (Md=0,
IQR=1.25), combined=15 (Md=1, IQR=1.25), EMS=19 (Md=1, IQR=2.25), and visual=20 (Md=1, IQR=3).

Since the total number of hints is strongly influenced by individual participants taking multiple hints for a particular
condition, we looked at the binary decision if hints were provided or not (i.e., we used a binary code: 1, if we gave any
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(a) Correctness in first session.
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(b) Correctness in second session.
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(c) Consistency between sessions.

Fig. 5. The correctness and consistency of the signs in each condition. In the first two subfigures, we compared the signs executed in
each session to the intended ones (i.e., correctly executed). In the sign correctness figure, we explored the learning effect by comparing
the signs executed in the first and second sessions. For consistency, we assume that signs were correctly executed in the first session.

hints, and 2, if no hints were given). The results indicate that equal numbers of participants needed hints for audio and
combined (𝑁 = 4), followed by EMS (𝑁 = 5) and visual (𝑁 = 6). A Friedman test that showed no statistical difference
across the four different modalities (𝜒2(3)=2.18, p=0.534, N=16).

Sign Correctness and Consistency. We further explored how well the signs were executed within and across sessions.
We based our evaluation on the video recordings of the two sessions.

In our analysis of the video recordings, we judged the correctness of the sign execution in each of the two sessions.
We did this by visually comparing the videos to the intended sign (cf., sign correctness in Figure 5). We focused on
the used arm, the direction of the hand motion, and the final sign execution. Furthermore, we then carried out a third
comparison to explore the learning effect (cf., sign consistency in Figure 5). In this, we compared the sign execution in
the second session with that of the first one. Here, we ignore a wrong sign execution in the first session and simply
assume participants practiced the correct sign to deduce to what extent they remembered the signs learned in the first
session. To do so, we categorized each compared pair into consistent, inconsistent, or mirrored based on whether the
second session sign was the same, was completely different, or involved the wrong arm(s), respectively.

For the first session, EMS was the best in terms of correctness (N=16). Audio scored the second best, as 14 participants
performed the intended motion correctly. This was followed by the combined condition (N=12) and finally the visual
condition (N=10).

In our second comparison, which evaluated the correctness of the second session performance, EMS was again the
best (N=14). This was followed by combined (N=13), audio (N=12), and then visual (N=11). There was no discernable
pattern among the signs that were wrongly executed.

In the third comparison, the sign consistency was measured by comparing each participant’s performance in the
second session to their performance in the first one. The sign consistency was best observed in the visual condition,
in which all the participants, upon remembering the sign, executed it the same way as they did it in the first session
(N=16). The second-best was EMS (N=13), followed by audio (N=11), and finally the combined condition (N=9). Audio
and combined resulted in two and three participants performing the sign mirrored, respectively.
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5.3 User ExperienceQuestionnaire

Based on the results of the User Experience Questionnaire (UEQ) [28], the overall user experience is equal for both com-

bined (Md=1.5, IQR=1) and EMS (Md=1.5 , IQR=1.1), followed by visual (Md=0.3, IQR=1.06) and audio (Md=−0.31, IQR=1).
Statistical analysis using a Friedman test revealed significant differences between the four conditions (𝜒2(3)=36.38,
p<0.0001, N=16). A Wilcoxon-Pratt Signed-rank test showed that there is a significant difference between audio and
EMS (W=0, Z=−3.517, p<0.001, r=0.62), visual and EMS (W=0, Z=−2.600, p<0.01, r=0.46), audio and combined (W=3,
Z=−3.518, p<0.001, r=0.62), and visual and combined (W=10, Z=−3.000, p<0.001, r=0.53). For the user experience, we
can conclude that EMS and combined > audio and visual.

For the pragmatic quality combined was rated best (𝑀𝑑 = 1.7, 𝐼𝑄𝑅 = 0.75), followed by visual (𝑀𝑑 = 1.5, 𝐼𝑄𝑅 = 0.6),
EMS (𝑀𝑑 = 1.25, 𝐼𝑄𝑅 = 1.3) and last but not least audio (𝑀𝐷 = 0.87, 𝐼𝑄𝑅 = 1.5). Statistical analysis using Friedman test,
showed significant difference between the four modalities (𝜒2(3)=11.8, p<0.01, N=16). A Wilcoxon-Pratt Signed-rank
test shows that there is a significant difference between audio and combined (𝑍 = −2.8, 𝑝 < 0.01,𝑉 = 7.5) as well as
EMS and visual (𝑍 = −2.3, 𝑝 < 0.05,𝑉 = 19).

For the hedonic quality the same rating as the overall was observed where combined was the best rated (𝑀𝑑 =

2.5, 𝐼𝑄𝑅 = 0.9) followed by the EMS (𝑀𝑑 = 2, 𝐼𝑄𝑅 = 1.25) then visual (𝑀𝑑 = −0.75, 𝐼𝑄𝑅 = 1.25) and at last the audio
(𝑀𝑑 = −1.25, 𝐼𝑄𝑅 = 0.88). Statistical analysis using Friedman test, showed significant difference between the four
modalities (𝜒2(3)=32.7, p<0.0001, N=16). A Wilcoxon-Pratt Signed-rank test shows that there is a significant difference
between audio and combined (𝑍 = −3.4, 𝑝 < 0.001, 𝑉 = 0), ems and visual (𝑍 = 3.4, 𝑝 < 0.0001,𝑉 = 120) as well as
combined and visual (𝑍 = 3.3, 𝑝 < 0.001, 𝑉 = 132).

5.4 Individual Likert-items

We asked the participants to rate several Likert items across the two sessions. The results are presented in the following
section. In the first session, we asked them to indicate for each condition the likelihood that they would remember the
sign in two weeks. The results show that all the conditions were rated the same (Md=4). A Friedman test showed no
significant differences across the four conditions (𝜒2(3)=1.06, p=0.7, N=16). We also asked them to rate the extent to
which extend the sign was clearly communicated. The participants rated visual highest (Md=7, IQR=1), followed by
combined (Md=6.5, IQR=1), then EMS (Md=5.5, IQR=1.25) and then audio (Md=5, IQR=4.25). A Friedman test again
showed no significant differences across all four conditions (𝜒2(3)=7.4, p=0.06, N=16). During the second session, we
asked them to rate to which extent they remembered the sign in each condition. The participants rated combined as
best (Md=6, IQR=2), followed by EMS (Md=5, IQR=4) and audio (Md=5, IQR=4) in the same rank. The least-ranked signs
were those communicated via visual instructions (Md=4, IQR=5). A Friedman test showed no significant differences
across all four conditions (𝜒2(3)=3.88, p=0.2, N=16). In general, the self-rating of memory skills was higher in the first
session (MD=5, IQR=3), than in the second session (Md=4, IQR=2.25).

5.5 Semi-structured interviews

Finally, we report the general comments mentioned by the participants during the study along with the comments from
the interviews. At the end of the second session, we asked our participants to provide further insights regarding their
preferred modality and to share with us any general feedback.

Audio instructions. Out of the seventeen participants, eleven commented on the audio instructions. Nine of these
expressed their confusion while receiving the instructions. They described it as “the most confusing” [P12] and the“the
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most unclear” [P8]. P9 further elaborated: “I was confused about what the audio needed from me at the end. The thing is it

might have meant that I raise my hand super high [...] audio was self-interpreted.” This was further supported by P7 and
P13: “[the] audio condition is not my favorite because of the uncertainty, it is intuitive [...] ground truth unclear, unclear

which fingers and how the fingers need to be positioned on the chest and where to put the arm specifically” and “as usual

you hear something you interpret according to your own understanding.” Two participants mentioned that it was the
"easiest" to remember as "the nature of the condition is different" [P15] and “it was not like the others [conditions]” [P13].
P3 further elaborated that he “had to think about the audio but none of the others.” This was further supported by P2,
who mentioned that “I was not sure if I was doing the right thing, maybe that is why it stayed because it was special”.

Visual instructions. Eight of our participants commented on the visual modality. All comments concerning the visual
condition were positive. They described it as “quite delivering” [P8] and “pretty clear” [P9]. P12 added that “visual has
a better connection to the brain than audio.” P9 further elaborated that for "everything without visual,” he was unsure
if he executed it correctly. P10 further confirmed that “in the visual condition, I am pretty sure I did the same as the

one displayed.” However, P13 disagreed with that, reporting “I thought visual should be worst while learning, it just

disappeared from my memory.”

EMS condition. Out of our 17 participants, 10 commented on the EMS, with 7 of these mentioning that they remem-
bered it best. P6 said that his “hands moved unintentionally.” P11 further elaborated that they ”remembered EMS the best;

from the EMS one can just notice the feeling of being actuated and that was easier to notice.” This was further supported by
P12, who mentioned that “EMS is just the best because it was a stimulation that the one did not learn or know from daily

life.” Six participants said that they might have changed the sign execution during the second session. P3 explained that
he “adjusted it because of cables in the first time that might have influenced the movement.” Others based their reasoning
on the lack of noticeable details. P11 explained that “especially in EMS, the height of arms was not obvious.” P9 further
elaborated that “EMS is an impulse that indicates the direction, but the specific movement (end point) is hard to learn.”

Two participants preferred having a more “natural” feeling [P9, P10].

Combined Visual-EMS instructions. From our participants, 7 commented on the combined instructions, with 6 of
them rating it positively. They described it as a “good way to learn” [P10], “better than the others” [P5] and “hard to

forget” [P8]. P15 further explained that “it was clearly communicated.” P8 elaborated, saying “combined was the best.

However, EMS was dominant in combined, like it was opposing what I was trying to do.” P13 provided further explanation:
“seeing and being actuated leads to not forgetting the sign [...] EMS and visual worked best because of the actuation, as I

knew the correct movement because ems helped me to move and then I could double check with the visual”.

6 DISCUSSION

In this work, we explore the feasibility of various instruction modalities or a combination of them for sign language
learning. For that purpose, we investigated the use of audio, visual, EMS, and a combination of EMS and visual
instructions. Our findings highlight challenges of each modality and potential for future use.

Our findings are based on two main results: (1) the data that we collected from the participants, including the
Likert-items, and semi-structured interviews, and (2) the results from the online questionnaire with ten ASL experts
along with their additional feedback. The expert evaluation of the signs showed that signs executed by one hand (past,
have) are better learnt than signs executed by two hands (devour, strong; see Figure 4a). This may indicate that the more
body parts a sign involves, the harder it is to perform it correctly. Thus, our findings can probably be seen as an upper
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limit for technology-based sign language learning as they focus on a selection of rather simple signs. Moreover, for
both the have and past signs, the facial expression and the speed of execution would depend on the context, which is
not necessarily linked to certain facial expressions. While, the strong sign is completely dependent on the speed of
execution as well as the facial expression. Also, the devour sign depends on the facial expression (e.g., open mouth) to
complete the meaning. Our findings indicate that these aspects (i.e., speed of execution and facial expression) should
be included in any similar future research in order to add further dimensions, thereby, allowing one to obtain more
generalizable results.

6.1 Audio Instructions

One of our experts, who is not DHH, reported knowing two sign languages. One she learned for her family, the other for
a friend. Throughout her long learning period (46 yrs), she never came into contact with auditory learning instructions.
Nevertheless, since sign language is not only a language for the DHH, but also for whole communities (including
friends, family, and people of interest), we believe that audio instructions can prove useful and should not be neglected
right from the start.

In terms of the memorability assessment (i.e., number of hints required in the study), in the audio condition,
participants needed the lowest number of hints. Furthermore, in the interviews, when the participants commented on
the audio instructions, they often remembered specific parts of the sign description, such as "fingers on chest" [P13].
Participants mentioned that they "had to think about the audio but none of the others" [P3]. This indicates that their
cognitive involvement was higher while learning the signs via audio instruction. This is also in line with the work of
Chi and Wylie, who argued that more involvement with the learning material increases the learning performance [6].

However, participants alsomentioned in the interviews that the audio instructions were the "most unclear" instructions
[P8] and that they partly needed to "self-interpret"[P9] the meaning. These comments were further reflected in the
user experience questionnaire rating and in the individual question of the first session (i.e., the clarity of the sign
communication), where audio was perceived worse than the other conditions. Although we only used signs that did not
require a lot of fine detail (i.e., no complex finger movement), the audio condition ended up inducing uncertainty and
confusion about the exact execution of the sign in our participants. This is supported by the ASL experts evaluation in
which audio received the lowest ratings and performed significantly worse compared to combined. Hence, we think
that audio can be beneficial in combination with another modality but should not be used to learn sign language as an
exclusive modality.

Implication 1: While our findings indicate that audio instructions can prove useful,
they should not be used as a standalone instruction modality for teaching signs.

6.2 Visual Instructions

Our experts indicated that video instructions are one of the most common methods for teaching sign languages. In
addition, previous work indicated that video-based learning can yield good recall effects [18]. However, our results
indicate that it is the least memorable (i.e., the participants needed themaximum number of hints). One of the participants
even stated that the visual instructions “just disappeared from my memory” [P13]. On the one hand, the participants had
trouble remembering the shown signs. On the other hand, they executed them in a similar way as in the first session
upon being presented with them (see Figure 5c).
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Nevertheless, the visual instructions were mostly perceived positively by our participants, who described them as
“delivering” [P8] and “clear” [P9]. They reinforced this impression through their high confidence in executing the right
sign. One of the participants expressed his confidence in his execution accuracy by describing his performance as the
“same as the one displayed” [P10]. Similarly, when asked about the clarity of sign communication, participants rated the
visual condition highest. This observation is in line with previous work that showed that a video-aided approach to
teaching a skill leads to a better performance than audio instruction alone [13].

Implication 2: Visual feedback introduces a certainty aspect for the sign execution, as
it is unambiguous and easily perceived.

6.3 Electrical Muscle Stimulation Condition

The feeling of experiencing EMS was described by the participants as “different” [P8], “unconventional” [P2], and
nothing that one knows from “daily life” [P12]. In the user experience questionnaire, it was rated the second highest
and was significantly better than audio and visual. On the contrary, our participants highlighted that they might have
executed the signs differently in this condition. One participant said that through EMS, one does not receive enough
feedback about the sign details. As one participant commented, the sign is “not obvious” [P11]. This could be based on
the different nature of EMS, as it does not necessarily involve human perception [10]. In other words, the conditions
containing audio and video, EMS does not require the participant to process the information and then act upon it.
Instead, it directly actuates the human to produce the targeted movement. Although the EMS condition was least
accurate, it achieved the highest correctness in both sessions (see Figure 5a and 5b). That was further indicated by our
expert evaluation and participants, as P9 explained that “EMS is an impulse that indicates the direction” and P11 stated
that “the feeling of being actuated is easier [...] noticed.” This is in line with previous research that showed the role of
proprioception in improving motor skills [47] by storing, updating, and maintaining a motor skill program [16].

Implication 3: EMS is suitable for guiding sign execution because it enhances the learn-
ing experience by directly actuating the limbs. However, without any additional feed-
back, the user might not be certain about the sign execution details.

6.4 Combined Visual-EMS Condition

For the participants, the combined condition was the most positively perceived. They mentioned it was a “good way to

learn”[P10], “better than the others”[P5], and “hard to forget”[P8]. P13 further elaborated that “seeing and being actuated
leads to not forgetting [...] I knew the correct movement because EMS helped me to move and then I could double-check with

the visual.”

Furthermore, the signs learned using the combined condition were rated the best by our ASL experts and resulted in
a better user experience than audio and video. Additionally, our results show that it was the second best after audio in
terms of memorability, which was reflected by the number of hints needed.

Overall, this condition has the potential to combine the benefits of the visual and EMS conditions. Specifically, it
provides feedback and clear instruction via the visual component and a feeling of guidance via the EMS component. On
the one side, visual instructions add a high level of certainty as it provides visual cues for how to execute the overall
sign. On the other side, the EMS feedback reinforces the visual cue by initiating and stepwise guiding the execution.
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Implication 4: Using EMS and visual instruction together provides a good user experi-
ence. Moreover, using EMS actuation along with visual instruction might help to pre-
vent errors that can happen if only EMS is used.

7 LIMITATIONS AND FUTUREWORK

We acknowledge the following limitations in our work. Learning ASL requires one to learn hundreds of signs and
to perform them in sequence, which takes a long time, and therefore, requires users to stay motivated. In our study,
however, we focused on only four signs to be remembered for two weeks. Thus, the generalizability of our results
towards sign languages in general remains uncertain. However, our findings can be understood as an upper performance
limit because with more signs and higher complexity better learning results are unlikely. Furthermore, we mainly use
signs as a part of sign language learning. We do not explore further aspects of these languages, such as hand shapes
and facial expressions, which take additional time to learn, and therefore, require users to maintain motivation.

In addition, our focus in this work is to investigate the role of technology in teaching sign languages. Therefore, we
started from the beginning by exploring a small aspect before reflecting on the bigger picture. This small aspect is the
arm and hand movements used in executing signs (the first stratum of four [37]). Based on the feedback received from
our experts, if the technology were to be used in real life, the sign as a whole should be evaluated, not only part of it.
However, given the complexity of covering the sign (e.g., knowing the meaning, using facial expressions), we started by
exploring the primary potentials of each modality.

In future work, we plan to investigate how the various instruction modalities perform on a larger scale by providing
multiple training sessions as well as examining further multimodal approaches. We will achieve this by combining the
presented strength of each modality and introducing facial expressions and fingerspells.

8 CONCLUSION

In this paper, we explored the learning effects of various modalities (ie. audio, visual, EMS, as well as a combination of
visual and EMS). While deaf or hard-of-hearing people may not benefit from all the presented learning conditions, it
was still interesting to carry out a primary investigation to highlight the challenges and potentials for each modality
(including audio), especially considering family members and friends of DHH people. A two-week study with 17
participants showed that visual-based instruction is preferred for the most detailed communication and conditions
including EMS provide the best overall experience. The evaluation by ten ASL experts indicates a significant difference
between the overall performances of the signs learned via the combined condition and those learned via the audio
condition, with the combined condition rated as best. We identified the strengths and weaknesses for each modality
used, contributing to the understanding of how the choice of modality can impact the learning effects and experiences
in technology-based learning. Thus, we believe our work help improving technology-based autodidactic acquisition of
sign languages.
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