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Abstract. Sketching is a vital step in design processes. While analog
sketching on pen and paper is the defacto standard, Virtual Reality (VR)
seems promising for improving the sketching experience. It provides myr-
iads of new opportunities to express creative ideas. In contrast to reality,
possible drawbacks of pen and paper drawing can be tackled by altering
the virtual environment. In this work, we investigate how hand and pen
transparency impacts users’ 2D sketching abilities. We conducted a lab
study (N = 20) investigating different combinations of hand and pen
transparency. Our results show that a more transparent pen helps one
sketch more quickly, while a transparent hand slows down. Further, we
found that transparency improves sketching accuracy while drawing in
the direction that is occupied by the user’s hand.

Keywords: Virtual Reality · Sketching · Transparency · Occlusion

1 Introduction

Virtual Reality (VR) headsets have become increasingly popular for both con-
sumers and professionals in recent years. While some use their headsets only for
entertainment purposes, VR looks promising for serious tasks such as 3D mod-
eling [4], note taking [18], or exploring spreadsheets [7], among others. Bringing
existing applications to VR is not restricted to implementing their original func-
tionalities. For sketching, VR allows one to implement new ideas and features
that are not feasible in the real world e.g. 3D modeling [11] or sketching in mid-
air [4]. Moreover, VR enables users to be immersed in their favorite surroundings
without any visual distractions as they would appear, for example, in an open
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Fig. 1. The five transparency variations of hand and pen for sketching in VR: (a) both
opaque H100P100, (b) both semitransparent H50P50, (c) hand invisible and pen opaque
H0P100, (d) hand opaque and pen is replaced by a cursor H100P0, and (e) only the
cursor with invisible pen and hand H0P0. Best seen in color.

office space. Further, VR allows the investigation of creative content in 3D space
alone or together with others [6]. For example, an artist could get an impres-
sion of how a painting appears in a museum, gallery, or to viewers. Designers
could quickly sketch a logo and add it to a product to get first impressions of
their work [12] or feedback from customers. Engineers could sketch ideas, discuss
implications of different design decisions in the context of technical drawings.
Moreover, physics laws do not restrict the possibilities of such a sketching envi-
ronment, enabling, for example, a transparent hand or pen which are not prone
to occlusion. Nevertheless, while hand or pen transparency for sketching in VR
sounds promising, to our knowledge, its effect on user performance has not been
investigated in research thus far. Insight into the application of transparency to
sketching utilities or the user in VR and its influence on the performance of the
user could help VR designers and developers to improve future applications and
experiences and enhance user performance by applying transparency to certain
virtual objects.

Previous work has frequently explored hand transparency for integrating
physical keyboards in VR, enabling occlusion-free typing [13,27]. Their study
results look promising, suggesting that novice users benefit most from trans-
parent hands [13]. For sketching in VR, different commercial solutions exist
(e.g., Google Tilt Brush1 and Gravity Sketch2). Additionally, some researchers
explored sketching experiences in VR [4,5]. However, all existing solutions focus
on 3D sketching only, using VR controller-input (e.g., Gravity Sketch) or pen-
input with different types of haptic feedback [4,5]. So far, little research explored
2D sketching in VR, which remains relevant, for example, for early design stages
or user interface design. More importantly, no existing studies provide a system-
atic evaluation of users’ performance with controller/pen or hand transparency.

In this paper, we investigate the effect of different levels of hand and pen
transparency on 2D sketching in Virtual Reality. To enable accurate sketching
in VR, we developed a sketching system called VRSketch that allows tracking of
a physical pen, the user’s hand, and a sheet of paper to sketch on. The tracked
items are integrated into the Virtual Reality experience in real-time, enabling
fluid sketching. In a user study, we compare sketching performances for different

1 Google Tilt Brush. https://www.tiltbrush.com, last retrieved August 12, 2021.
2 Gravity Sketch. https://www.gravitysketch.com, last retrieved August 12, 2021.

https://www.tiltbrush.com
https://www.gravitysketch.com
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hand and pen transparency levels for drawing on a 2D surface; a sheet of paper
(c.f., Fig. 1). Our results show that higher pen transparency allows users to sketch
faster, while not losing accuracy. Moreover, while drawing participants achieved
a mean deviation of slightly above 0.1 cm for each of the investigated techniques,
indicating overall good performance for 2D sketching in VR.

1.1 Contribution

Our contribution is twofold: 1) we propose a system called VRSketch that allows
sketching in Virtual Reality, and 2) conduct a comparative evaluation of five
different levels of hand and pen transparency to understand the impact on users’
2D sketching performance.

2 Related Work

In the following, we review previous work exploring pen input for Augmented
and Virtual Reality, and hand/pen occlusion for different input modalities.

2.1 Pen Input for Augmented and Virtual Reality

As pens offer users a familiar form of input, they have been frequently investi-
gated for Augmented Reality (AR) and Virtual Reality (VR).

For AR, researchers explored how digital pen input can be used to anno-
tate analog paper documents, augmented via either projection [10,22,28] or by
using an Head-Mounted Display (HMD) [16]. Interestingly, annotations written
with the help of an AR pen are processable with Optical Character Recogni-
tion (OCR), and the resulting text can serve as input to interact with applica-
tions [16]. Beyond written text, pen input also allows direct ways of interacting
with AR applications, for example, to navigate menus [25]. Moreover, previous
works investigated pen input in AR for 3D modeling, empowering users to design
based on three-dimensional real-world objects [26].

For VR, researchers examined different interaction types with a digital pen
in different scenarios. For example, for pointing and selecting interactions [17] in
scenarios such as interacting with spreadsheets [7]. A interest of previous work
is text input either by selecting letters on a virtual keyboard [3] or with the use
of OCR [8]. Moreover, previous work studied sketching in VR using a pen as
the input device. Here, an early approach is the Virtual Notepad by Poupyrev
et al. [18]. The Virtual Notepad enables users to take notes and sketches in
an Virtual Environment (VE), using a tracked tablet and pen. In later years,
sketching with a pen in VR was primarily used for 3D sketching, often in the
context of 3D modeling. In this context, either by expanding base sketches in
the third dimension by lifting out single lines with pens [11] or by sketching
lines mid-air [2,4,5]. The main focus of recent research on sketching mid-air is
to create a believable haptic sensation for users. Results show that constraining
the degrees of freedom by, for example, sketching on movable physical surfaces
allows for higher accuracy [2,5] and can enhance interactions [4]. Further, virtual
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environments can provide other helpful features like gridlines that allow the user
to draw 3D sketches by hand [19].

In sum, for sketching in VR, researchers focused mostly on 3D sketching,
aiming for believable haptic sensations when drawing mid-air. Thus, typical 2D
sketching experiences received little attention, while they remain relevant for
many use-cases and allow for more straightforward to implement haptic feedback.

2.2 Hand and Pen Occlusion for Input

One problem when using pens for input is the obscuring of content or interface
elements. When using a pen on a tablet, up to 47% of a 12′′ display can be
hidden by hand, pen, and arm [24]. Besides hiding parts of interface, it can also
result in a loss of precision and speed during input [1,14]. To avoid occlusion,
interfaces can detect occlusion and display content in visible areas [24,30] or
add offsets to controls [23]. However, while this improves precision for targeting
tasks, it decreases the precision for tracing operations like sketching [15].

Another approach to compensate for occlusion while sketching is replacing
the hardware pen tip with a semitransparent one rendered on the tablet [14]. A
semitransparent pen tip leads to a 40% reduction in error rate and an improve-
ment in drawing speed of up to 26% [14]. We adopt this promising concept to
VR and take it further by applying the transparency to the pen and the hand.

3 Sketching in Virtual Reality

The goal of our work is to understand the influence of hand and pen transparency
on a user’s 2D sketching performance in VR. Inspired by the idea of the Phantom-
Pen [14], we extended the concept to include both the user’s hand and the used
pen. We hypothesize that transparency can improve performance, empowering
users to sketch more precisely and quickly than they otherwise could. Further-
more, we are interested in optimizing the experience and precision of sketching
in VR. To investigate VR sketching, we implemented the VRSketch system that
allows real-time tracking of a physical pen, the user’s hand, a sheet of paper,
and a table.

To systematically explore the design space, we first identified pen and hand as
two involved entities that may be improved by transparent rendering. Then, we
continued by differentiating three levels of transparency (similar to the work of
Knierim et al. [13]) that are invisible (0% opacity), semi-transparent (50% opac-
ity) and opaque (100% opacity) for the hand and pen each. Semitransparency in
particular has the potential to help with spatial orientation by displaying infor-
mation without occlusion of content [29]. The complete design space and the
selected evaluation conditions are presented in Fig. 2.

From the design space, we selected the following combinations of hand and
pen transparency as conditions for our comparative study:

H100P100 is our baseline condition in which we render the user’s hand and pen
fully opaque, similar to a real-world environment (see Fig. 1a).
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H50P50 renders both hand and pen semi-transparent, providing spatial infor-
mation and paper content (see Fig. 1b).

H0P100 shows the pen as fully opaque with no transparency, but it does not
render the user’s hand (see Fig. 1c).

H100P0 displays the user’s hand as opaque with no transparency, while the pen
is reduced to a small cursor point, representing the pen’s tip (see Fig. 1d).

H0P0 removes all occlusion caused by hand and pen, rendering only the small
cursor representing the tip of the pen (see Fig. 1e).

4 Evaluation

To investigate 2D sketching in VR and the benefits of semi- and full-transparency
for pen and drawing hand, we conducted a comparative user study with the
selected conditions from the design space (see Fig. 2). We opted for these condi-
tions as they seemed promising to uncover the effects of transparency on sketch-
ing while keeping the experiment time within a reasonable limit. Especially the
semi-transparency applied to the pen and hand seemed promising from the lit-
erature [13]. Future research might investigate the remaining conditions of the
design space.

Fig. 2. The design space for hand and pen transparency and the five investigated
conditions for 2D sketching in VR.

4.1 Study Design

To investigate different pen and hand transparency levels for sketching in VR, we
conducted a within-subjects controlled laboratory user study in Virtual Reality
with the Oculus Rift headset. Our independent variables were technique with
five levels (H100P100 vs. H50P50 vs. H0P100 vs. H100P0 vs. H0P0, see Fig. 1) and
line type with two levels (connected vs. unconnected). Each technique was tested
in a block consisting of four measured trials, with two trials evaluating connected
lines and two trials evaluating unconnected lines. In each trial, participants had
to draw a pattern consisting of 16 lines, drawing 64 lines for each block in total.
To make the task more realistic, we varied the lines’ orientation, introducing
16 different orientations (starting at 0-degree with 22.5-degree steps). Within
each block, each line orientation was tested twice for each of both line types. We
counterbalanced all blocks and the line types within each block using a Latin-
square design to avoid learning effects. We used quantitative methods to evaluate
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sketching performance, taking pattern completion time, sketching accuracy, and
the questionnaires as our dependent variables.

For this study, we asked: (RQ) Which level of transparency for hand
and pen results in the best sketching performance in Virtual Reality?
We posit the following hypotheses:

H1 Semi-transparent rendering of the user’s hand results in the shortest pattern
completion times because it allows users to see the paper underneath while
not losing spatial understanding.

H2 We expect higher sketching accuracy for all conditions that render the pen
semi-transparent or opaque compared to conditions in which it is fully trans-
parent and replaced by a cursor because the cursor does not convey posture.

4.2 Apparatus

We implemented the VRSketch system to enable 2D sketching via pen in VR.
We create an empty virtual room, centered around a sketching table, presented
on the Oculus Rift headset. The scene was created using the Unity game engine
2018.2.20f1 and was running on a Windows PC with an Intel i7-7700K, 32 GB
RAM, and an Nvidia Geforce GTX 1080 Ti. We spatially synchronized VR and
reality by tracking the real-world scene with an OptiTrack system and its Motive
2.2.0 motion capture software. The tracking apparatus involved seven OptiTrack
Primex 13W cameras near the sketching table to enable a high precision cap-
turing of the sketching movements (see Fig. 3a). Furthermore, four additional
OptiTrack Primex 13 cameras were placed at a greater distance for more gen-
eral tracking. For the physical representations, we used a 3D printed pen and a
DIN A4 sheet of paper, both shown in Fig. 3a. The paper was glued to a thin
sheet of acrylic glass for durability and flatness. Both had a unique configuration
of retro-reflective markers to get tracked as rigid bodies by the OptiTrack Sys-
tem. Besides, the user’s hand was tracked by wearing a thin glove with markers.
Thus, we could render both the hand’s general position and the grip motion
when picking up the pen. We also tracked the table, the chair, and the VR head-
set to complete the spatial synchronization. After initial positioning, the head
movement was tracked by the sensors of the HMD. The lines, sketched by the
user, are determined and rendered by the Unity application via calculating the
pen tip’s contact points with the paper. For measuring the sketching precision,
the calculated line points were logged with timestamps. We controlled the degree
of transparency for hand and pen via adjusting the alpha channel of according
texture in the Unity game engine.

4.3 Participants

We recruited 20 volunteer participants (7 female), aged between 19 and 60 years
(M = 33.3, SD = 13.7). None suffered from color vision impairments. Participants
with corrected-to-normal vision were requested to wear their contacts or glasses
during the study. We asked participants to rate their sketching skills on a 7-point
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Fig. 3. a) Hardware setup of the VRSketch system where hand, pen, paper, table,
and chair are tracked via configurations of retro-reflective markers. Seven of the eleven
OptiTrack cameras are close to the table for more precise tracking. b) Overview of the
unconnected test patterns in the upper row and the connected ones in the lower row.
The lines had to be drawn in the direction of the arrows.

Likert-scale from 1 (cannot sketch at all) to 7 (can sketch on a professional level).
Participants stated that they had limited sketching skills (Md = 2.05, IQR = 2.0).
Furthermore, we asked participants for their experience with Virtual Reality.
Five participants had never tried VR before, three used it once, and twelve
participants said they use a VR headset regularly (at least once a month).

4.4 Procedure

At the beginning of the study, we informed participants about the procedure
and asked them to sign a consent form. Afterward, we collected the participant’s
demographic data, sketching skills, and experience with VR. We then introduced
the participant to the Oculus Rift and adjusted the headset for optimal fit and
correct interpupillary distance. Then, we started the study. The study was con-
ducted in five blocks for each participant, with one technique tested in each
block. We counterbalanced all blocks using a Latin-square design. In each block,
participants first took a seat at the sketching table, put on the tracked glove,
and the HMD and picked up the tracked pen. Each block started with a warm-
up pattern, which participants could try until they indicated that they were
familiar with that block’s respective technique. After the warm-up, participants
continued with the measured trails. Participants had to trace lines in four test
patterns for each block, two unconnected, and two connected ones (see Fig. 3b).
After one pattern was complete, the experimenter started the next pattern. After
all four patterns were complete, the participants could take off the headset, pen,
and glove, and fill out the questionnaires: UEQ-S [20], NASA Raw-TLX [9] and
IPQ [21]. After completing all blocks, we conducted a final interview with the
participants asking them about their impressions of sketching in VR and the
individual techniques. Each participant took approximately 70 min to finish the
experiment.
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4.5 Data Preparation

In addition to the observations of users’ impressions, sketching precision is used
for the quantitative evaluation of the different techniques. We use the mean
deviations of the drawn lines from the corresponding target lines of the patterns
to measure precision. Four out of 400 (1%) recorded patterns were corrupted
due to technical difficulties and replaced with the same participant’s matching
pattern of the same technique. We first corrected the lines’ position and rotation
according to the paper’s position to calculate the mean deviations (see Fig. 4).

Fig. 4. To calculate the mean deviation, the points of the sketched lines (a) are assigned
to the lines of the target pattern (b). The assigned points are rotated around the center
of the target line and the center is moved to the origin (c). The points are restricted to
the area between the start and end of the target line, and the sketched line is resampled
with 100 equidistant points (d).

The line points were each assigned to a specific target line, as shown in Fig. 4b
and c. A point was always assigned if its minimum distance to the target line
was less than 1 cm, whereby in the case of connected lines, the bisector between
two lines served as the limit for the assignment. The lines were resampled at
100 equidistant points in line with previous work [2,26] (see Fig. 4e). The mean
deviation of a drawn line from its target line is then calculated as the arithmetic
means of the Y-values’ amounts at the measurement points.

4.6 Results

In the following, we present the results from our study analysis. We use mean
(M), standard deviation (SD) to describe our data. We do not assume normal-
distribution of our data, and thus, apply non-parametric tests. We ran Friedman
tests and post-hoc Wilcoxon Signed-rank tests with Bonferroni correction to
show significant differences.

Pattern Completion Time. To understand how quickly participants were able
to sketch with each technique, we looked at their pattern completion times. The
times in ascending order are: H100P0 = 41.88 s (SD = 16.25 s), H0P100 = 44.08 s
(SD = 15.37 s), H50P50 = 45.86 s (SD = 19.01 s), H0P0 = 48.32 s (SD = 23.13 s),
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Table 1. Significant comparisons of pattern completion times for the different tech-
niques (with r: >0.1 small, >0.3 medium, and >0.5 large effect).

Comparison W Z p r

H100P100 vs. H50P50 2291 3.22 0.011 0.25

H100P100 vs. H100P0 2654 4.96 <0.001 0.39

H50P50 vs. H100P0 2318 3.35 0.007 0.26

H100P0 vs. H0P0 742 −4.21 <0.001 0.33

and H100P100 = 50.17 s (SD = 21.66 s). Figure 5 compares the pattern completion
times. A Friedman test revealed a significant effect of technique on pattern com-
pletion time (χ2(4) = 35.91, p< 0.001, N = 20). Post-hoc tests showed significant
differences between some of the evaluated conditions (see Table 1). For the com-
pletion time, we conclude: H100P0 < H50P50 < H100P100 and H100P0 < H0P0.
For H0P100 we cannot make a statement.

Fig. 5. Boxplots of pattern completion times for the different techniques.

Sketching Accuracy. Throughout the study, participants drew exactly 6400
lines. To evaluate the sketching accuracy of each technique, we applied our data
preparation step described in Sect. 4.5. The mean deviations of each line within
each technique in ascending order are: H100P100 = 1.02 mm (SD = 0.55 mm),
H50P50 = 1.04 mm (SD = 0.55 mm), H0P100 = 1.06 mm (SD = 0.55 mm),
H100P0 = 1.06 mm (SD = 0.6 mm), and H0P0 = 1.08 mm (SD = 0.58 mm). The
mean deviations are compared in Fig. 6. We applied a Friedman test,
which revealed no significant differences between the techniques (χ2(4) = 8.23,
p = 0.083, N= 20).

Sketching Accuracy for Different Sketching Directions. The area in the
direction of sketching can be occluded, for example, by the virtual pen or the
hand of the VR user. Hence, the sketching direction could influence sketching
performance. To gain further insides about the effect of the transparency, we
reviewed the influence of the sketching direction on the sketching accuracy by
clustering the different line orientation into quadrants. The quadrants are Q1:
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Fig. 6. Boxplot of the mean sketching deviations for the different techniques.

upper right, Q2: upper left, Q3: lower left, and Q4 lower right. For example, if
a line is drawn towards the upper left relative to its starting point, it belongs
to Q2. The edge cases are clustered as follows: drawing upwards Q1, drawing
to the left Q2, drawing downwards Q3, and drawing to the right Q4. The mean
deviations for each technique and quadrant are shown in Table 2. To analyze the
data of the different quadrants, we compared both the different techniques in
each quadrant and the different quadrants of each technique.

Table 2. The mean sketching deviation (in mm) per technique and quadrant.

Technique Q1 Q2 Q3 Q4

H100P100 0.97 (SD 0.51) 0.96 (SD 0.46) 0.92 (SD 0.49) 1.06 (SD 0.54)

H0P100 1.04 (SD 0.53) 1.03 (SD 0.55) 0.94 (SD 0.49) 1.09 (SD 0.57)

H100P0 1.05 (SD 0.61) 1.08 (SD 0.51) 1.02 (SD 0.58) 1.09 (SD 0.65)

H0P0 1.05 (SD 0.61) 1.13 (SD 0.58) 1.06 (SD 0.6) 1.11 (SD 0.56)

H50P50 1.08 (SD 0.59) 1.15 (SD 0.61) 1.08 (SD 0.57) 1.14 (SD 0.61)

Comparison of Techniques within Quadrants. We performed Friedman tests for
each quadrant. For Q1 (χ2(4) = 4.15, p = 0.386, N= 20) and Q4 (χ2(4) = 3.88,
p = 0.422, N = 20), we observed no significant differences between the tech-
niques. However, the Friedman tests for Q2 (χ2(4) = 24.09, p = 0, N = 20) and
Q3 (χ2(4) = 20.64, p = 0, N = 20) revealed a significant effect of technique on
the mean deviation. Post-hoc tests showed significant differences between some
of the conditions (see Table 3). We conclude that H100P100 leads to significantly
higher accuracy than H50P50, H0P100, and H0P0 in Q2 and that H50P50 and
H0P100 lead to significantly higher accuracy than H100P0 and H0P0 in Q3.

Comparison of Quadrants of Each Technique. For the comparison of mean
deviations in the different quadrants for each technique the Friedman tests for
the techniques H100P0 (χ2(3) = 3.61, p = 0.307, N = 20) and H0P0 (χ2(3) = 6.3,
p = 0.098, N= 20) revealed no significant differences. For the techniques H100P100

(χ2(3) = 12.1, p = 0.007, N= 20), H50P50 (χ2(3) = 19.19, p = 0, N = 20), and
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Table 3. Pairwise comparisons of mean deviations with significant results for the
different techniques in the quadrants Q2 and Q3.

Quadrant Comparison W Z p r

Q2 H100P100 vs. H50P50 20404 −3.19 0.014 0.13

Q2 H100P100 vs. H0P100 18443 −4.37 <0.001 0.17

Q2 H100P100 vs. H0P0 19110 −3.97 0.001 0.16

Q3 H50P50 vs. H100P0 20066 −3.39 0.007 0.13

Q3 H50P50 vs. H0P0 19947 −3.46 0.005 0.14

Q3 H0P100 vs. H100P0 20438 −3.16 0.015 0.13

Q3 H0P100 vs. H0P0 20780 −2.96 0.03 0.12

H0P100 (χ2(3) = 14.79, p = 0.002, N= 20) the Friedman tests revealed a sig-
nificant effect of the quadrants on the mean deviation. Post-hoc tests showed
significant differences between some of comparisons (see Table 4).

Table 4. Pairwise comparisons of mean deviations with significant results for the
techniques H100P100, H50P50, and H0P100.

Technique Comparison W Z p r

H100P100 Q1 vs. Q4 19307 −3.85 0.001 0.15

H100P100 Q2 vs. Q4 18994 −4.04 <0.001 0.16

H100P100 Q3 vs. Q4 21033 −2.81 0.03 0.11

H50P50 Q1 vs. Q3 31759 3.67 0.001 0.15

H50P50 Q2 vs. Q3 32367 4.04 <0.001 0.16

H50P50 Q3 vs. Q4 19011 −4.03 <0.001 0.16

H0P100 Q2 vs. Q3 33294 4.6 <0.001 0.18

H0P100 Q3 vs. Q4 19255 −3.88 0.001 0.15

Here we conclude that for technique H100P100 Q4 is significantly worse then
for all other quadrants, that for H50P50 Q3 is significantly better then all other
quadrants, and that for H0P100 Q3 is significantly better than Q2 and Q4.

Questionnaires. Furthermore, we asked participants to fill out three different
questionnaires (NASA Raw-TLX, User Experience Questionnaire, and iGroup
Presence Questionnaire) after each technique. In the following, we report on the
gathered results using median and interquartile range (IQR).

NASA Raw-TLX. To evaluate the workload of the different techniques, we ana-
lyzed the results of the NASA-TLX. The median scores in ascending order
are: H100P0 = 18.75 (IQR = 19.58), H0P0 = 19.17 (IQR = 21.25), H0P100 = 20.42
(IQR = 12.08), H100P100 = 20.83 (IQR = 20.62), H50P50 = 22.92 (IQR = 14.17).
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To compare the scores, we conducted a Friedman test that revealed no signifi-
cant effect of technique on the NASA Raw-TLX score (χ2(4) = 5.83, p = 0.212,
N = 20).

User Experience Questionnaire. For insights on the user experience, we con-
ducted the short version of the UEQ (see Table 5).

Table 5. Results of the UEQ-S for the different techniques.

Technique Pragmatic quality Hedonic quality Overall quality

Median IQR Median IQR Median IQR

H100P100 1.0 2.31 1.62 1.0 1.19 1.56

H50P50 1.75 1.62 1.88 1.31 1.75 1.22

H0P100 1.62 2.12 2.0 1.31 1.62 1.28

H100P0 0.75 1.62 1.62 0.81 1.38 0.81

H0P0 1.5 1.81 1.5 0.81 1.62 1.22

To compare the overall quality for the individual techniques, we conducted a
Friedman test which revealed a significant effect. However, a post-hoc tests did
not reveal any significant differences.

iGroup Presence Questionnaire. The results of the iGroup Presence Question-
naire (IPQ) are shown in Table 6. A Friedman test revealed a significant effect of
technique on overall score. Post-hoc tests showed a significant difference between
H100P100 and H0P100 (W = 16, Z =−2.77, p = 0.04, r = 0.44), meaning that ren-
dering hand and pen opaque results in lower presence, than rendering only the
pen opaque and not the hand.

Table 6. Results of the IPQ for the different techniques.

Technique General presence Spatial presence Exp. realism Involvement Overall score

Median IQR Median IQR Median IQR Median IQR Median IQR

H100P100 4.0 1.0 4.2 1.05 2.75 0.81 2.75 1.19 3.32 0.96

H50P50 4.0 1.0 4.3 1.25 2.75 1.31 2.75 0.88 3.54 1.07

H0P100 4.5 1.0 4.1 1.5 3.0 1.06 3.0 1.25 3.46 0.91

H100P0 4.0 1.0 4.0 1.1 2.75 1.25 2.75 0.75 3.39 0.68

H0P0 4.0 1.0 3.9 1.45 2.88 0.94 2.88 1.06 3.11 0.89

5 Discussion

In the following, we discuss the most important findings of our user study.

Pattern Completion Time. In our results, we found that the more the opacity
of the pen is reduced, the faster participants were able to sketch. This result
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is in line with similar findings in previous work. For example, Lee et al. found
that rendering the pen tip transparent also increases the sketching speed [14]. In
contrast, reducing the opacity of the hand resulted in longer pattern completion
times. However, in H1, we expected a semi-transparent rendering of the user’s
hand would result in the shortest completion time. We could not verify this
in our study, and hence, cannot accept our hypothesis H1. However, mixing
transparency and opacity, one on the hand and one on the pen, resulted in
shorter completion times compared to both elements being fully transparent or
fully opaque. This might indicate that providing both overview by transparent
elements and spatial information by visible elements together could indeed be
beneficial. In the future, further research could investigate more fine-grained
levels of transparency to uncover its definite influence on completion time.

Sketching Accuracy. We found no significant influence of transparency on user’s
accuracy, neither for transparency of the hand nor for the pen. Therefore, we
cannot accept our hypothesis H2. While this result is in line with previous work
(e.g., transparent hands for typing on physical keyboards [13]), we expected a
higher sketching accuracy for semi-transparent rendering as it empowers users
to see otherwise occluded sketch areas. Nonetheless, we think that we did not
observe an effect because humans may have adapted to this constraint due to
excessive practice (writing with a pen is one of the first skills we learn at school).
Overall, the measurements with a maximum mean of 1.08 mm for mean deviation
show the high precision of VR sketching with VRSketch. In comparison, Arora
et al. [2] found a mean deviation of 2.54 mm (SD = 1.87 mm) for the data subset
with the closest conditions of drawing straight, short lines on a horizontal writing
surface using a VR-HMD. We downloaded the corresponding GitHub repository3

and applied our algorithm shown in Fig. 4. The high precision of sketching with
the VRSketch system confirms the positive effect of concrete writing surfaces
and visual guidance aids, as shown by Arora et al. and Wacker et al. [2,26].

Accuracy and Sketching Direction. For example, for H100P100, sketching in Q4
(downright/below hand and arm) was significantly worse than in all other direc-
tions, which shows the influence of occlusion as described by Vogel et al. [24]. In
general, from our results, we learned that fully seeing the hand makes it easier
to sketch away from arm and hand, while eradicating the pen makes it more
challenging to sketch towards the down left quarter. Based on our findings, we
suggest that it may be beneficial to adapt the transparency, dependent on the
sketching direction dynamically, to reach an optimal accuracy.

Perceived Workload. For the NASA Raw-TLX [9] questionnaires, we observed
that not rendering the pen resulted in a lower workload. In contrast to previous
work [13], we found that not rendering the hands did not lead to significantly
higher workload. Quite the opposite, transparent and opaque hands and pen
resulted in a higher workload. However, these results were not statistically sig-
nificant.
3 https://github.com/rarora7777/VRSketchingStudyCHI17.

https://github.com/rarora7777/VRSketchingStudyCHI17
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User Experience and Presence. In the conducted UEQ-S questionnaires, we did
not find any significant differences between the techniques. Nevertheless, our
findings point in the direction that seeing the hand fully visible results in less
pragmatic quality, while overall, the results indicate a good user experience.
Seeing only the pen significantly increases presence compared to seeing the pen
and virtual hand. This finding is very interesting and in line with some VR
games4 that as soon as one grabs an object, do not render the users’ hands
anymore but instead only show the object that the user is holding.

Limitations. Our work is limited by the rather complex setup that we used to
implement our VRSketch system. It relies on several expensive OptiTrack sensors
and enough space to set up the tracking system. Nonetheless, we argue that as
VR advances tracking accuracy improves and in a few years, it may be possible
to track physical objects in our surroundings to integrate them in the experience
(as is demonstrated with integrated hand-tracking on the Oculus Quest).

6 Conclusion

In this work, we investigated five different levels of pen and hand transparency
for sketching in VR. We proposed the VRSketch system that integrates users’
hands and a pen into a virtual sketching environment. Our results show that
drawing lines with our VRSketch system, on average, results in a mean deviation
of slightly above 0.1 cm. Moreover, we could show that not seeing the pen, allows
users to draw more quickly while not losing accuracy. In the future, we want to
experiment with dynamic transparency that adjusts pen and hand rendering
based on the user’s current sketching or writing direction.
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text input techniques in immersive virtual environments. In: Maćıas, J., Granollers
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